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Abstract
Recent advancements in autonomous driving technologies have
rapidly increased the integration of deep neural networks (DNNs),
particularly for lane detection. Despite their improved safety and
efficiency, these systems remain highly vulnerable to attacks, such
as patch attacks targeting pre-processed input data. This paper
examines the susceptibility of lane detection systems using DNNs
like ResNet-50, ERFNet, RESA, and SCNN within the MetaDrive
simulation environment by evaluating the autonomous pipeline’s
robustness against patch attacks. For evaluation, we designed a com-
prehensive framework that encompasses image processing, lane
inference, data post-processing, and steering control. Furthermore,
we implemented two methods to disrupt lane detection: rendering
patches in a 3D environment and injecting perturbations into the
camera stream. To assess the impact of the attacks, we employed
the End-To-End Lateral Deviation (E2E-LD) metric, which revealed
significant impairments in the models’ ability to detect the desired
lane under the injected attacks. Our study highlights the critical
need for enhanced security countermeasures and robust defenses
in autonomous lane detection systems to mitigate the risks posed
by patch attacks. The findings from this study serve as a contribu-
tion to the ongoing development of more robust technologies in
autonomous vehicles, with our simulation models being applicable
to real-world scenarios.

CCS Concepts
• Security and privacy; • Computing methodologies→ Simu-
lation evaluation; • Hardware→ Safety critical systems;
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1 Introduction
Autonomous vehicles have seen rapid advancements over the last
decades, positioning themselves as a promising solution for rev-
olutionizing transportation and enhancing safety [16]. They are
designed to autonomously perform various operations typically
requiring human intervention in a time-critical manner and can
effectively respond to potential hazards during transportation [34].
These safety and time-critical operations are run as tasks of subsys-
tems integrated with the vehicle, such as automatic brake system,
lane keeping assistant, adaptive cruise control, etc. The accuracy of
the execution of these autonomous subsystems is of utmost impor-
tance for the safety of the drivers and passengers. Among them, the

lane detection assistant is crucial for maintaining the vehicle’s de-
sired trajectory. It relies on real-time data from cameras and sensors
to accurately navigate the vehicle within lane boundaries [12].

Lane detection systems. Various systems are designed to exe-
cute the complex tasks of lane detection for answering real-time
predictions taken from vehicle sensory inputs [2], with modern sys-
tems often relying on advanced machine learning models, such as
neural networks. Deep neural networks (DNNs) [19] and convolu-
tional neural networks (CNNs) have been widely employed for the
complex task of lane detection due to their ability to process high-
dimensional data effectively, starting in 2012 with AlexNet [17].
Subsequent architectures, such as VGG [1], have expanded the
applications of CNNs to include semantic segmentation tasks. No-
table approaches in semantic segmentation include Fully Connected
Neural Networks (FCNNs) and encoder-decoder models [23]. Fur-
ther advanced segmentation is achieved through architectures like
ENet [29] and ERFNet [30]. Recurrent neural networks (RNNs),
when combined with long short-term memory (LSTM) cells [39],
have shown further improvement in lane detection accuracy. Dedi-
cated models are also developed for more specialized tasks. Namely,
spatio-temporal methods are applied to accurately depict lane mark-
ings, leveraging spatial and temporal cues [13]. Furthermore, func-
tional link artificial neural networks (FLANNs) [8] are particularly
effective for detecting curved lane lines, utilizing color channels.

Vulnerabilities of modern lane detection systems. Despite
the capability of lane detection systems to process high-dimensional
sensory inputs and make real-time predictions, they are still sus-
ceptible to various attacks that can compromise their performance.
A compromised or hijacked lane detection system can lead to se-
vere hazards. For instance, if the lane detection system is fooled
with the road marking added by an adversary, the vehicle will be
misled and even veered off the lane [15]. Furthermore, many at-
tacks can manipulate training and test data to mislead algorithms
and compromise their performance. For example, sensor attacks
involve tampering with sensor data, while black-box and white-box
attacks [35] exploit different levels of access to a model to generate
perturbations that cause the model to malfunction. Recent attacks
specifically targeting lane detection, such as DeepBillBoard [43]
and Dirty Road Patch (DRP) [31], highlight the vulnerabilities in
real-world environments, including systems like Tesla Autopilot.

Patch attacks. From the analyzed vulnerabilities, we observe
that one of the critical protection assets is the input sensory data.
Hence, it is necessary to investigate the susceptibility of lane de-
tection systems to adversarial patch attacks [25] which involve
inserting adversaries in different forms into input images to alter
the algorithm’s perception of lane markings and the surrounding
environment, as seen in Figure 1. Defenses against these adversaries
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Figure 1: Patch attack on a lane detection system.

depend on a thorough understanding of lane detection threats, pro-
posed adversaries and the development of accurate models that
can predict diverse patch inputs, i.e., attack vectors, based on the
observed vehicle environments and conditions. Currently, there are
no definitive answers in this area, with no clear simulation models
that accurately describe the real impact of such attacks [37].

We aim to fill this research gap and assess the effectiveness
of patch attacks on open-sourced lane detection models such as
ResNet-50 [11], ERFNet [30], RESA [42] and SCNN [28]. The study
examines lane detection architectures and design specifics, focus-
ing on how they interpret input data and accurately identify lane
markings. To achieve this, the experimental analysis is conducted
within the MetaDrive simulator [20], an advanced tool that allows
the creation of diverse autonomous driving scenarios. MetaDrive
can be configured with various road layouts and environmental
conditions to challenge selected lane detection algorithms with
different adversarial situations and assess their effectiveness.

Contributions. Addressing security challenges within lane de-
tection algorithms is crucial for developing more resilient systems
for autonomous driving applications. By investigating lane patch
threats and their potential to manipulate lane detection systems,
this study contributes to the enhancement of the safety and relia-
bility of autonomous vehicles in the real world. Additionally, the
results from our attack simulation models can be directly used as
input training metrics in self-adapting systems, resulting in higher
robustness for lane detection algorithms. To the best of our knowl-
edge, we are the first to investigate and consider the use of such
models to enhance the robustness of in-field lane detection systems.

2 Background and Related Work
In this section, we briefly describe lane detection systems that utilize
DNNs as their decision mechanism, review the current state-of-the-
art, and examine their vulnerabilities and potential attacks.

2.1 Deep neural networks for lane detection
DNNs have demonstrated exceptional capabilities in lane detection
systems, effectively generalizing lane feature extraction and pro-
cessing of complex data. They are prominent for the performance
of advanced lane keeping and lane detection technologies such
as Tesla Autopilot and OpenPilot. In this field, Huval et al. [14]
were among the first to apply deep learning to lane detection, uti-
lizing Convolutional Neural Networks (CNNs). Building on this
foundational work, Neven et al. [26] approached the lane detection
problem using instance segmentation. A more recent approach by

Dong et al. [5] introduced Spatial CNNs (SCNN), which leverage
a feedback mechanism to improve lane detection performance by
addressing the absence of visual evidence for lane lines.

Zheng et al. [42] propose the Recurrent Feature-Shift Aggrega-
tor (RESA) to enhance the real-time performance of Spatial CNN
(SCNN) by improving the model’s ability to aggregate global fea-
tures. Furthermore, Xu et al. [36] introduced the CurveLane Neural
Architecture Search (CurveLane-NAS), providing a stable solution
and a model for better detection of complex curved lanes.

The overall security of the listed systems heavily depends on the
robustness of their underlying DNN models. Recent studies have
shown that the models are susceptible to meticulously designed
perturbations, posing significant risks [31]. Several specific lane
detection models have been the focus of adversarial attacks. For
example, Spatial CNNs (SCNNs) have been subjected to physical
attacks, such as perturbing the road surface or placing stickers on
the road to mislead the model [10]. LaneNet, which detects lane
markings using a combination of deep learning and clustering, is
also susceptible to digital attacks via adversarial perturbations [37].
A more prominent example is ENet, a real-time semantic segmenta-
tion model often used for lane detection tasks because of its speed
and performance [29]. However, we believe ENet is left open to
patch threats and can be attacked via small adversarial perturba-
tions to input compromised images. In summary, we can determine
that while the recent publications on lane detection systems are
novel, they potentially suffer from security risks that can directly
affect the entire vehicle. In this work, we expand on this dilemma
and offer an analysis that shows the potential impact of the patch
attacks against the robustness of the DNN models in use.

2.2 Targeted attacks, scenarios, and defenses
Under patch attacks, we consider different attack vectors depending
on the observed scenario. In general, advanced driver-assistance
systems (ADAS), such as lane detection, suffer from attacks that
target autonomous driving. These include phantom attacks, dirty
road patch attacks, and algorithm attacks, among others [4].

Phantom attacks involve creating depthless objects that deceive
the autonomous vehicle into perceiving them as real physical ob-
stacles or lane lines [24]. These perturbations can be projected onto
the road using projectors or displayed on billboards.

Backdoor attacks manipulate a DNN during the training phase,
causing it to make incorrect predictions when specific conditions
are met [10]. This is achieved by poisoning a portion of the training
data with backdoor triggers. In the context of autonomous vehicles,
a lane detection system could be reverse-engineered to insert a
backdoor trigger, leading to the vehicle steering off the lane.

Dirty Road Patch (DRP) attacks involve placing adversarial patches
designed to fool the lane detection system without being placed on
the actual lines, but rather in-between them [31]. Another way to
fool the camera system is using the blinding attacks, which exploit
the camera sensors’ sensitivity to light and external conditions [38].

Attacks can also directly target the underlying algorithms used
in data post-processing. For example, universal perturbations can be
crafted using the Fast Gradient SignMethod (FGSM) [9], which is an
algorithm used to generate adversarial examples by making small,
intentional changes to input images. When these perturbations are



Highway Hijackers: Evaluating Patch Attack Susceptibility in Autonomous Driving Lane Detection Systems

Image Processing

Lane Inference

binary image
representation

St
ee

rin
g 

C
on

tr
ol

le
r

Lane Point Sampling

BEV Transformation Curve Fitting

Center Offset
Calculation st

ee
rin

g 
de

ci
si

on

multi-class probability map

coordinates
per lane

transformed lane points

polynomials

pixel offset

Figure 2: Autonomous driving pipeline. It consists of three
main process tasks divided into seven sequential tasks.

added to the images, they potentially lead to misclassification by
the model. Similarly, the Expectation Over Transformation (EOT)
algorithm helps create adversarial patches that remain effective
under transformations such as rotation and scaling [3].

In order to validate these attacks, researchers are using digital
simulation environments and real-world testing. Simulators such
as CARLA [6] and MetaDrive [20] provide environments for creat-
ing various scenarios in which a vehicle can be placed. Different
kinds of attacks can then be integrated into each scenario to assess
their impact on lane detection models. ART (Adversarial Robust-
ness Toolbox) [27] is a comprehensive toolkit for evaluating the
robustness of models against adversarial attacks, which supports
various attacks, evaluation metrics, and defenses. Physical attacks
involve printing perturbations, placing billboards, and modifying
road signs, which are deployed in real-world scenarios to demon-
strate the vulnerability of the algorithms to these attacks. These
attacks reveal critical weaknesses in the systems, significantly im-
pacting autonomous driving technologies. Defenses such as en-
hanced training, improved sensor fusion, and robust lane detection
must be developed to protect from malicious attacks. Especially the
effectiveness of adversarial training has to be evaluated, as to [40]
the classical training with augmented data seems to be ineffective.
Understanding and addressing the sensitivity of lane detection sys-
tems to adversarial attacks is essential for their safe integration into
real-world autonomous vehicles, which we address in this work.

3 Methodology of Evaluating Patch Attacks
Susceptibility for Lane Detection Systems

To evaluate the robustness of the DNN models used for lane detec-
tion across various scenarios, we selected MetaDrive [20] as the
simulator. According to recent research by Li et al. [21], MetaDrive
is the only actively maintained driving policy simulator that pro-
vides realistic sensor output and supports the dynamic generation
of infinite driving scenarios. In this section, we will outline our
proposed methodology for evaluating patch attacks in lane detec-
tion systems. Our solution is designed to be flexible and easily
reusable across different evaluation models, accommodating the
rapid advancements in autonomous vehicle research.

3.1 Autonomous driving pipeline
To create a realistic autonomous driving pipeline, our driving policy
consists of seven sequential steps grouped into threemain processes,
shown in Figure 2 with corresponding numbered steps.

Image processing and lane inference (1-2). For the first step,
the images are captured and processed internally (1), after which,

the lane interference (2) is applied via Pytorch semantic segmenta-
tion models. MetaDrive provides an RGB Camera sensor, which is
mounted on the vehicle center and provides road images for every
simulation step. To avoid resizing and the resulting loss of image
information, we always configure the simulator to match the input
size of the used DNN model. Since MetaDrive outputs the image
as a CuPy array, we can directly input the image to the Pytorch
model on the GPU without copying it there. The model then out-
puts multiple probability maps depending on its configuration (i.e.,
RESA supports up to 4 lanes), which represent the probability of
each road image pixel belonging to a lane.

Lane data post-processing (3-6).As a next step, we sample lane
coordinates (3) for each lane class by thresholding the probability
map values in regular intervals, similar to the implementation of
Pan et al. [28]. In order to fit the lanes to 2nd-degree polynomials,
the lane coordinates need to be transformed into a birds-eye-view
(BEV) perspective (4), where parallel lanes appear as parallel lines.
For this transformation, we now calculate the intrinsic matrix 𝐾 :

𝐾 =
©«
𝑓𝑥 𝑠 𝑥0
0 𝑓𝑦 𝑦0
0 0 1

ª®¬ (1)

Where 𝑓𝑥 and 𝑓𝑦 are the focal lengths in horizontal and vertical
direction, and 𝑥0 and 𝑦0 are the principal point offsets. Fortunately,
we can retrieve all these values from the Panda3D engineMetaDrive
is based on. Afterward, we calculate the camera projection matrix
𝑃 = 𝐾 [𝑅 |𝑡] (𝑅 is the camera rotation in the world, 𝑡 the translation),
which maps 3D points into their 2D equivalent, and transforms
this matrix to match the birds-eye view using a shift matrix𝑀 . The
inverse projection mapping is then calculated with:

𝐼𝑃𝑀 = (𝑃 ·𝑀)−1 (2)

Finally, we transform the lane coordinates (5) to BEV and calculate
the polynomials by using a least squares fit. In order to infer a
steering decision, we derive the center offset (6) by calculating the
midpoint between the ego lanes at the image bottom, assuming
that the desired midpoint is in the image center.

Steering control (7). For steering the vehicle (7), we are using
a proportional–integral–derivative (PID) controller provided by
MetaDrive, which gets updated by a fixed steering value on the left
if the detected midpoint is right to the desired midpoint and to the
right if it’s left of it. If no lanes are detected, the vehicle will brake,
causing it to stop if there are no qualitative inferences possible.

3.2 Attack design
Our attack model uses the target probability map illustrated in
Figure 3 that results in a big offset to the left and, therefore, a
steering decision to the right. The custom Robust DPatch pipeline
aims to optimize the "patch" to match the target of the attack. This
is made possible with cross-entropy as a loss function, using the
loss gradients to update the patch image.

To evaluate the susceptibility of DNN lane detection models to
adversarial examples, we implemented two approaches to inject
the generated patches into our driving pipeline:

(1) Direct injection of the attack patch into the camera stream
(2) Rendering the patch into the 3D environment
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(a) Annotated RGB image (b) Probability map

Figure 3: Attack target with patches. The vehicle moves in the simulation model (a) and uses the (b) probability map as input.

Figure 4: Example model input for attack approach 1.

Figure 5: Example model inputs for attack approach 2.

The first approach hooks into the MetaDrive and generates the
adversarial patch during the simulation at a given step or driving
distance. After the attack is engaged, the patch is generated via our
modified ART pipeline, and the resulting patch image is directly
injected into the lane detection model. Figure 4 shows a "patched"
model input with the adversarial patch at the image’s bottom. This
image is in a static position until the simulation finishes.

The second approach consists of two phases: First, the simulation
is run without the attack. We generate an adversarial patch and
store it in memory at a specified simulation step. After the simula-
tion, we regenerate the terrain and place a white rectangle at the
supposed location of the adversarial patch. Now, the simulation is
started again, and the white rectangles in the RGB camera image are
dynamically replaced with the previously generated patch image.
This approach provides a direct comparison between the baseline
simulation and the attack. Figure 5 illustrates how the generated
adversarial patch is rendered into the simulation.

3.3 Attack evaluation
We use the implementation and CULane pre-trained weights of lane
detection networks as provided in the PyTorchAutoDrive [7] frame-
work, where we chose the following backbone networks and two
specialized lane detection networks: ResNet-50 [11], ERFNet [30],
RESA [42] and SCNN [28] (both with ResNet-50 backbone). The
selection was limited to networks based on a CNN architecture.
Despite SCNN, none of the networks was previously shown to be
affected by adversarial examples in a lane detection context [32].

To distinguish between a successful and failed attack, we consider
a scenario to be attacked successfully if one of the following events
occurs:

(1) The vehicle steers out of the roadway
(2) The lane detection pipeline fails to detect less than 2 lanes

for more than 50% of the last 20 simulation steps
We rely on the End-To-End Lateral Deviation (E2E-LD) metric to
perform an end-to-end performance evaluation of the lane detection
system after the attack has been initiated. Unlike the conventional
metrics such as the F1-score, the E2E-LD metric proposed by Sato
et al. [32] provides a more robust metric tailored to the specialized
task of lane detection. The metric is defined as:

max
𝑡≤𝑇𝐸

( |𝐿𝑡 −𝐶𝑡 |) (3)

where 𝐿𝑡 is the lateral vehicle coordinate provided by theMetaDrive
simulator at the simulation step 𝑡 .𝐶𝑡 is the lane width at step 𝑡 .𝑇𝑒 is
defined by the maximum step count in the simulator configuration.
They also propose a Per-frame Simulated Lateral Deviation metric
(PSLD), which is a computationally more lightweight surrogate
metric that can calculate the center offset based on a single frame
and can be applied during model training. The simulator that we
use gives us direct access to the driving metrics with the E2E-LD.

4 Evaluation Results and Discussion
Evaluation environment. For our simulation setup, we utilized
pre-trained models from the PytorchAutoDrive [7] framework. The
attack model is based on the implementation of the Robust DPatch
attack for object detection models from Xin et al. [22] and the work
of Lee et al. [18] in the Adversarial Robustness Toolbox [27]. We
adapted the Robust DPatch attack implementation for the semantic
segmentation models provided by PytorchAutoDrive. In order to
confirm if an attack was the reason for the vehicle going out of the
road or not recognizing lanes, we first run the scenario without
an attack and only consider the scenario for evaluation if it com-
pletes successfully. All evaluation tests were performed on a Nvidia
GeForce RTX 3060 Ti GPU and an Intel Core i5-10400F CPU. We
model two attack scenarios, “Attack approach 1” (𝐴𝑡1) performed
using patch placements directly positioned in the camera stream,
and “Attack approach 2” (𝐴𝑡2) with a dynamic patch placement in
the 3D environment. Table 1 shows the configuration setup.

Our initial experiments showed that (𝐴𝑡1) is highly effective and
results in a successful attack scenario directly after its enablement.
Consequently, we employed a lower maximum simulation step
count and earlier patch placement than in (𝐴𝑡2). Furthermore, with
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Configuration 𝐴𝑡1 𝐴𝑡2
Number of distinct scenarios 100 100
Initial scenario generation seed 1000 1000
Simulation step duration 0.02s 0.02s
Maximum simulation steps 400 500
Patch generation iterations 250 500 (250 SCNN)
Patch size 1x1 1x1
Simulator resolution 800x200 800x200
Patch placement at longitude 30m 60m
Target speed 100 km/h 100 km/h

Table 1: Simulation configuration of the attack approaches.

Model Attack success E2E-LD [𝑚]
Benign Attack

Va
ria

nt
1 ResNet-50 94.74% 0.16 0.07†

ERFNet 98.96% 0.07 0.26
RESA 100.00% 0.10 0.40
SCNN 100.00% 0.00 0.00†

Va
ria

nt
2 ResNet-50 98.33% 0.20 0.00†

ERFNet 20.69% 0.05 2.71
RESA 66.66% 0.22 1.64
SCNN 47.50% 0.01 0.06†

†All successful attacks resulted in a fully stopped vehicle

Table 2: Experiment results of run attack scenarios.

(𝐴𝑡2), we observed that the system-level effects of the attack could
occur either before or after the patch placement. Therefore, we
extended the simulation duration for the second approach.

Table 2 shows the simulation results of (𝐴𝑡1) & (𝐴𝑡2). The lower
number of successful benign simulations with (𝐴𝑡2) compared to
(𝐴𝑡1) lies in the higher maximum step count, resulting in a higher
error rate for the CULane-trained models misclassifying lanes in the
MetaDrive environment. The reason for the relatively low E2E-LD
values in Table 2 is due to the patch attack significantly influenc-
ing the inference output, preventing any lane detection from the
probability map and causing the vehicle to come to a complete stop.
This occurs early when the vehicle is positioned centrally within
the lane, resulting in minimal or no deviation from the lane center.

Attack susceptibility. Our attack evaluation shows that in sce-
narios with succeeded attacks, ERFNet and RESA are susceptible
to the used target probability map, causing the vehicle to steer out
of the road, whereby ResNet-50 and SCNN completely fail to infer
enough correct lane pixels to fit polynomials after enabling the
attack. This is especially evident with the (𝐴𝑡1), where the attack’s
success is almost a certainty. We assume that the slightly higher
attack success rate for ResNet-50 in (𝐴𝑡2) is caused by the different
initial scenario generation seed for both approaches, resulting in
different simulation terrains. Surprisingly, ERFNet, which - to our
knowledge - has not been evaluated so far regarding its robust-
ness, has the lowest attack success rate in (𝐴𝑡2). Our assumption
is that ERFNet has a higher dependency on the patch location in
the image than the other models, mitigating the attack in the more
realistic scenarios of (𝐴𝑡2), where the patch has no static position in

the camera input stream. (𝐴𝑡1) shows that DNN models trained on
open-source datasets show almost no robustness against adversar-
ial examples in an attack setting with direct access to the camera
stream. However, in the more realistic scenarios of (𝐴𝑡2), the attack
success rate is significantly lower. As the patch image is only opti-
mized for one single camera frame from the benign simulation, its
transferability to a dynamic multi-frame simulation is limited. Still,
all evaluated models showed attack success rates that we consider
not suitable for real-world driving scenarios, emphasizing the need
for standardized evaluation metrics for lane detection tasks.

Evaluation metrics. For models susceptible to the target prob-
ability map, the E2E-LD metric proved to be a reliable indicator of
attack success, as it correlated with lane deviation during benign
simulations. However, if an attack causes a total "blackout" of the
lane inference pipeline — meaning no information is received from
step (2) described in Section 3.1 — the E2E-LD metric becomes less
impactful in evaluating the robustness. This is because it does not
account for situations where no lanes are detected at all. Therefore,
additional factors and metrics should be considered to validate the
E2E-LDmetric in such evaluation contexts, such as a clear definition
of a successful attack in relation to the simulation configuration
(i.e., simulations steps or vehicle speed). The vehicle’s behavior,
particularly when no lanes are detected, is a critical factor in inter-
preting metrics like E2E-LD. E.g., the deactivation or intermittent
failure of the safety-critical automated lane change (ALC) system
must be considered when designing these systems for real vehicles.

5 Application for Autonomous Vehicles
The simulation methodology we presented in Section 3, and sub-
sequent attack simulation results from Section 4, can be applied
to enhance the real-world development and deployment of au-
tonomous vehicles. By replicating potential adversarial scenarios
in a controlled environment, we can identify and address vulnera-
bilities in lane detection algorithms before they manifest on actual
roads. The results of our simulation models can be used as input
for improving the general robustness of lane detection systems and,
therefore, the protection of the same.

Impact on real-world driving scenarios. From the observed
results, it is evident that (𝐴𝑡1) should be considered only in ideal
scenarios where the attacker, through an “oracle”, possesses all the
resources required to successfully compromise the camera image
stream. Conversely, (𝐴𝑡2) more accurately represents real-world sce-
narios and can be adjusted to align with successful physical-world
attacks, such as those demonstrated also in real-world scenarios by
Sato et al. [31]. The Robust DPatch used in this work has been shown
to be adversarial under physical lighting conditions and placements
by Lee et al. [18]. Improving the robustness of lane detection
systems. The simulation models developed for evaluating patch
attacks in this study can be easily expanded and integrated with
other lane detection models to conduct large-scale, end-to-end eval-
uations, assessing system robustness using reliable task-specific
metrics. Furthermore, the simulation pipeline can be utilized to au-
tomatically generate new training data, enabling the application of
the adversarial training technique to enhance model robustness [33].
However, as the positive effect of adversarial training is question-
able, future research may evaluate the effects of Gaussian Data
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Augmentation (GDA) [40], or Out of Distribution (OOD) Detection
in the context of lane detection models [41].

6 Conclusion
In this paper, we explored the vulnerability of lane detection models
that rely on DNNs such as ResNet-50, ERFNet, RESA, and SCNN to
patch attacks using MetaDrive. To achieve this, we constructed a
novel simulation model and derived two attack scenarios: one based
on an idealistic approach and one that references real-world condi-
tions. Our experiments demonstrated that patches can significantly
impact the robustness of lane detection systems. In the idealistic
attack scenario, rendering in the 3D environment and injecting the
attack into the camera stream showed that minor alterations to in-
put images can lead to model malfunctions, potentially causing the
vehicle to veer off the lane. Similarly, the realistic models displayed
modest to high susceptibility to patch attacks, with ResNet-50 be-
ing particularly affected. Furthermore, utilizing the E2E-LD metric,
we assessed the severity of compromising patch attacks, revealing
several instances where the vehicle’s lane detection capability was
critically impaired. To enhance the robustness of lane detection
systems against patch attacks, future work could potentially focus
on integrating event cameras for high temporal resolution data to
improve performance in dynamic environments, while also experi-
menting with recent advancements in lane detection systems such
as BEV-LaneDet and LaneCPP to mitigate attacks for 3D-based
lane detection systems. Our findings highlight the critical need
to enhance the security and robustness of autonomous driving
systems against malicious threats. By identifying and examining
weaknesses of lane detection algorithms, this research contributes
to the development of more robust and resilient autonomous vehicle
technologies. The insights of our study navigate future improve-
ments in defense strategies for the design and development of safer
autonomous vehicles in real-world driving environments.
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