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Abstract
As the volume of data generated from connected IoT devices con-
tinues to rise, concerns such as data poisoning have become in-
creasingly significant. We examine the impact of data quality on
machine learning models, with a particular focus on sensor and
time-series data. We investigate the thresholds at which poisoned
data can mislead these models, models transferability and explore
techniques to enhance data efficiency. Participation in a PhD school
will provide valuable feedback regarding some current challenges
and enhance our research.

CCS Concepts
• Computer systems organization→ Embedded software; • Se-
curity and privacy→ Systems security; • Computing method-
ologies → Machine learning algorithms.

Keywords
IoT, data quality, data poisoning, model robustness, adversarial
attacks, backdoor attacks

1 Introduction
Rapid advancements in hardware, software, and sensing technolo-
gies over the past decades have enabled the exponential growth
of data available for machine learning. Parallel developments in
communication technologies have further accelerated this expan-
sion, particularly with the rise of the Internet of Things (IoT) and
Internet-connected sensory devices that continuously gather ob-
servations and measurements from the physical-world. As of 2022,
approximately 15 billion IoT devices are in use globally, with esti-
mates predicting this number to rise to around 40 billion by 2033
[13]. While the IoT has significantly increased the volume of gener-
ated and shared data, the growing reliance on large datasets for high
model performance presents both opportunities and challenges for
machine learning. This surge in IoT-generated data raises critical
questions: Does more data necessarily lead to better outcomes? Is it
the quantity or the quality of data that ultimately matters for model
performance? May the increasing volume of data compromise the
integrity of the learning process? Researchers have begun to ex-
plore the potential drawbacks of large-scale datasets [2, 5, 6, 10],
particularly in terms of time and cost efficiency, as well as issues
related to data quality, reliability, and safety. This research will
specifically examines these challenges in the domain of sensor and
time series data generated by IoT systems, focusing on how data
quality affects model safety and how different models vary in their
robustness to data-related problems.

Our research focuses on the critical role of clean, high-quality
data from IoT systems in training machine learning models. We will
investigate the risks associated with using uncontrolled datasets,

particularly those containing poisoned or noisy data. Specifically,
we aim to determine the threshold at which poisoned data can
mislead a model and explore whether these issues can be detected
in advance. These challenges not only degrade model performance
but also present significant risks in safety-critical applications, such
as water distribution systems. Additionally, we will examine the
potential of data compression techniques to reduce dataset size
without compromising data quality. By compressing data effectively,
we aim to maintain model accuracy while reducing computational
costs, addressing both efficiency and data integrity.

Our research seeks to provide a systematic approach to mitigat-
ing the dangers posed by "bad" data in machine learning. With a
focus on sensor and time series data produced by IoT devices, we
address an important domain where these challenges are particu-
larly prevalent. Ultimately, our goal is to make machine learning
models not only more robust and reliable but also more efficient in
handling large-scale datasets.

2 Methodology
Large datasets, whether sourced from the Internet, sensor readings,
or user-generated content, often contain corrupted or manipulated
data, which can compromise the integrity and performance of ma-
chine learning models. In this research, we focus on addressing
the growing concern of data poisoning in modern machine learn-
ing. Our methodology is designed to systematically investigate
these threats and develop strategies to mitigate the risks posed by
poisoned data in machine learning models.

2.1 Adversarial attacks
Adversarial attacks present a significant threat to object detection
algorithms, drawing substantial attention due to their big disrup-
tive potential. Research in this area has focused on both developing
efficient attack methods and designing defense strategies. In the
context of object detection, adversarial attacks are commonly ex-
ecuted using adversarial patches. Initially introduced in 2018 [1],
and further extended in 2019 [9], adversarial patches have since
been adapted for physical-world scenarios [8, 12], highlighting the
challenges of maintaining attack effectiveness across varying envi-
ronmental conditions. Building on this body of work, our previous
research [11] systematically evaluated the performance of physical
adversarial patches in object detection tasks.

Looking ahead, we plan to extend our investigation into adver-
sarial attacks on time series data [3, 7]. In particular, we aim to
explore attack strategies where small perturbations in the train-
ing data can mislead deep learning models, as demonstrated in
[14]. Our approach will leverage gradient information to generate
these small perturbations, creating hard to detect adversarial at-
tacks that could compromise the safety of machine learning models
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Figure 1: Overview of the proposed attack pipeline [4]. Top:
training the attack trigger pattern generator; Bottom: in-
ference with the backdoored model on clean vs poisoned
samples.

in real-world applications. We will examine these attacks in sys-
tems where sensor readings are physically connected and cannot be
easily disrupted. Since real-world systems often rely on distributed
sensors, we also plan to investigate the transferability of models
trained on individual sensor data and assess how effectively they
can generalize across multiple sensors.

2.2 Backdoor attacks
Backdoor attacks [4] have emerged as a significant security threat
to deep learningmodels, as they allow adversaries to manipulate the
model’s test-time predictions by injecting backdoor triggers during
training. These attacks are particularly difficult to detect, making
them a dangerous risk. Our research will focus on investigating
backdoor attacks in the context of sensor and time series data,
which pose greater challenges compared to image-based attacks
due to the complex, temporal nature of the data.

Timeseries backdoor attacks involve subtly altering time series
data during training so that the model performs normally on clean
data but misclassifies inputs when specific patterns, referred to as
triggers, are added. These attacks operate undetected by traditional
defense mechanisms, making them especially dangerous. There are
two primary types of time series backdoor attacks: (1) the attacker
controls the entire training process and creates a backdoored model
that appears normal but misclassifies inputs containing the trigger;
(2) the victim unknowingly uses poisoned data that contains hidden
triggers, leading the model to fail on specific adversary-selected
inputs.

A key component of backdoor attacks (Figure 1), is the "trigger
generator" network, which creates dynamic, sample-specific trig-
gers. These triggers make poisoned data more difficult to detect
and remove, as they are not static and are harder to identify. Our
research focuses on thoroughly analyzing these attacks, with the
aim of developing strategies to determine the threshold at which
poisoned data can successfully mislead a model while remaining
undetected. Additionally, we will investigate the transferability of
these attacks in systems with distributed sensors, such as water
distribution systems, assessing how the attacks propagate across
different sensor networks.

3 Challenges
Finding the Dataset. One of the challenges in our research is

sourcing a high-quality, representative dataset without the ability to
independently collect data. Safety-critical real-world systems, such
as water distribution systems, rarely release their data collections,

and it is almost impossible to gather such data on our own due
to strict regulations and access limitations. As a result, we often
have to rely on artificially generated datasets that comply with
all the physical laws of the system, but may not fully capture the
complexities of real-world scenarios. This limitation can affect the
validity and applicability of our findings.

Flexibility. Developing flexible methods in machine learning is a
significant challenge. Many existing approaches are highly special-
ized and tailored to specific domains, making it difficult to adapt
them to other areas. This lack of generalizability limits the appli-
cability of these methods across different use cases, limiting the
creation of versatile models that can effectively address a range
of problems. Building adaptable solutions remains a complex task,
requiring innovative approaches to bridge the gap between domain-
specific and generalizable methodologies.

Networking and Collaboration. Attending conferences, work-
shops, and doctoral schools offers valuable opportunities to build
connections within the academic and research community. Identify-
ing potential collaborators with complementary skills and expertise
is crucial, yet finding the right network to support such collabora-
tions requires considerable effort and strategic engagement within
the community.

Balancing Responsibilities. Maintaining a balance between re-
search and project work can be challenging, as their core focuses of-
ten diverge. Project work sometimes tends to be more engineering-
oriented, which can lead to deviations from the primary research
topic. Suggestions on how to manage situations where project tasks
drift away from the research focus and strategies for effectively
navigating these circumstances would be greatly appreciated.

Inspiration. At times, researchers may experience a lack of inspi-
ration in their work. Engaging with fellow PhD students can foster
fresh perspectives that inspire creativity. Exchanging ideas within
this community can be highly beneficial, providing new insights
and rejuvenating one’s approach to research. Such interactions cre-
ate opportunities for collaboration and enhance the overall research
experience.

The PhD school offers an excellent environment to tackle the
identified challenges. Feedback from experts and fellow partici-
pants can be invaluable for guiding and enhancing research efforts.
Furthermore, engaging with the experiences and insights shared
by others can generate fresh ideas and perspectives.
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