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Abstract
Wireless visual sensor networks are deployed and oper-

ated to generate, transmit, and process much visual informa-
tion. Their huge data tend to consume their nodes’ much
power and time. This work aims to reduce event-reporting
delay and maximize network lifespan by 1) properly deploy-
ing two types of nodes, i.e., sensor nodes and edge ones; 2)
designing optimal data transmission routes; and 3) design-
ing a data offloading strategy. It formulates a multiobjective
optimization probelm and solves it by proposing and using a
differential evolution-based intelligent optimization method.
The solution method is compared with a well-known genetic
algorithm-based multiobjective optimization one. The sim-
ulation results show its effectiveness and superioty over its
peer, thus advancing the field of wireless visual sensor net-
works.
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1 Introduction
Various cameras [3,33,34] are employed as visual senors

to gain images and videos of a variety of objects in wire-
less visual senor networks (WVSNs) [1, 19, 32, 41]. They
can be widely adopted for target detection, recognition, and
tracking and Internet of Behavior [36]. Although their ap-
plication potential is high, their actual operation often meets
two issues: 1) short network lifespan; and 2) unacceptable
event-reporting delay (ERD).

WVSNs are designed to collect huge amounts of im-
age/video data, whose generation and transmission take
much energy and time of their sensor nodes (SNs). Due to
the finite capacities of their batteries, SNs have short lifes-
pan, and so do WVSNs. It become an important research
topic about how to maximize the lifetime of WVSNs. In

conventional WVSNs, all data are collected by a base station
and then sent by it to a remote cloud data center for their pro-
cessing. This tends to result in an unacceptable ERD. Such
ERD indicates low Quality of Experience (QoE) for users.
In most monitoring scenes, large ERD means delayed re-
sponses to accidents or disasters, thereby causing enormous
losses to stake holders. Hence, reducing it to the smallest is
the main concern in designing and operating WVSNs.

Impressed by the decrease of task response delay of users
resulted from the deployment of cloudlets close to users in
mobile edge/fog computing systems [12,28,35], we propose
to place a new type of nodes called edge nodes (ENs) close
to SNs in a WVSN to handle images to reduce ERD. This
results in an edge-enabled WVSN (EWVSN) concept. In
it, ENs are responsible for both collecting and processing
huge data. Their deployment is expected to significantly re-
duce data processing delay, relay node count and data routing
latency, eventually decreasing ERD drastically in compari-
son with those without using ENs. Despite such advantages,
their adoption can be very costly. This calls for a satisfactory
balance between EWVSN’s construction cost and user QoE.

Designing an EWVSN is full of challenges because it
needs to not only install both SNs and ENs but also assign
ENs for SNs. Since cameras have limited sensing angles, we
call them directional sensors [38]. To cover targets, some
sensing/observation nodes should be placed and their work-
ing directions have to be configured. Moreover, for each
sensing node, the ENs responsible for collecting and pro-
cessing its generated data have to be properly designated so
as to minimize ERD.

Some studies, such as [4, 20, 22, 23, 25, 30, 41], focus on
WVSN deployment optimization. They aim to decrease the
WVSN construction cost and enhance the surveillance per-
formance of its concerned areas. In addition to it, the opti-
mization of task scheduling and node configuration is also
important. Some researchers pay attention to how to config-
ure nodes and schedule their tasks to improve network per-
formance and area surveillance quality [2,6,10,11,14,27,37].

Different from the prior one, this work studies the op-
timization of the design and operation of an EWVSN with
the objectives to minimize the required SN count, EN count,
and network ERD and maximize network lifespan. Note
that the four objectives tend to be conflicting. Hence, we
aim to make the following contributions: First, we carry out
the multiobjective-optimized deployment of an EWVSN for



target-coverage (MDET). Next, we design a multiobjective
differential evolution (MODE) algorithm to handle MDET.
At last, we compare MODE with the nondominated sorting
genetic algorithm III (NSGA-III) through simulations, and
show its effectiveness and superiority over NSGA-III.

After Section 2 states the proposed problem, Section 3
details the proposed algorithm for it. We display the simula-
tion results and analyze them in Section 4, and conclude this
work in Section 5.
2 Problem Statement
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Fig. 1. EWVSN model

An EWVSN is deployed in a 3D scene to cover Nt tar-
gets {ti|1 ≤ i ≤ Nt}, as shown in Fig. 1. As a result, some
locations have to be selected from the collection of possible
SN placement locations {ls

i |1≤ i≤Ns} to place some obser-
vation nodes and some relay nodes. Based on the tasks that
it performs, an SN can be only a sensing node, only a relay
node, or both ones. Moreover, we need to choose some loca-
tions from the collection of possible EN installation locations
{le

i |1 ≤ i ≤ Ne} to install some ENs to gather and handle
data. Each ls

i and each le
i are predetermined based on various

restrictions in the 3D scene. To ease expression, we use ti to
represent its position as well, and use si and ei to denote the
SN and EN placed at ls

i and le
i , respectively. We assume all

the data sensed by an observation node si are not only col-
lected by a single EN but also processed by a single EN. Let
ec(si) and ep(si) label the Collection EN (CEN) and Process-
ing EN (PEN) for collecting and processing the data sensed
by si, respectively. ep(si) may not be ec(si) since an EN is
allowed to offload its data processing tasks to another EN to
satisfy its computation capacity limit and decrease ERD.

In MDET, besides installing the fewest SNs and the
fewest ENs, we should choose observation nodes and their
working directions, data transmission paths, CENs, and
PENs to cover all targets, maximize network lifetime, and
minimize network ERD.
2.1 Target Coverage Model

We use rs, θh, and θv to denote the observation radius,
horizontal observation angle, and vertical one of each sens-
ing node, respectively. They determine its coverage range
modelled as a rectangular pyramid [16, 21, 29], as shown in
Fig. 2. We assume that the orientation of every observation
node cannot be perpendicular to plane xOy.

In Fig. 2, we assume Q1Q2 is parallel to plane xOy
at all times. The orientation of si intersects rectangle
Q1Q2Q3Q4 at Q5, and ray sit j intersects plane Q1Q2Q3Q4 at
Q7. Therefore, rectangle Q1Q2Q3Q4 centers at Q5. In plane
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Fig. 2. Visual sensor coverage model

Q1Q2Q3Q4, Q5Q8 ⊥ Q5Q6, Q6Q7 ⊥ Q5Q6, and Q7Q8 ‖
Q5Q6 ‖ Q1Q2. If ∠Q5sit j < π/2, |sit j| ≤ |siQ7|, |Q5Q6| ≤
rstan(θh/2), and |Q5Q8| ≤ rstan(θv/2), si can cover t j.

The locations where observation nodes can be in-
stalled are extracted into L=

{
i|1 ≤ i ≤ Ns∧

(
∃1 ≤ j ≤

Nt ,
(
(rstan(θv/2))2 +(rs/cos(θh/2))2

)1/2 ≥ |ls
i t j|
)}

.

2.2 Network Lifetime Model
In an EWVSN, ENs are powered by the electrical grid,

implying no energy constraints on their operation, but SNs
are driven by a battery with finite capacity B. Therefore,
the network lifetime depends on that of the latter rather than
ENs, and is defined as their shortest lifetime, i.e.,

min{B/pi|1≤ i≤ Ns∧ pi > 0} (1)

where pi is the energy consumption rate of si.
Every SN has a finite transmission radius rt and a limited

transmission rate R. For si, the possible SN installation lo-
cations to which it can transmit in one hop are collected into
Fs

i = { j|1≤ j≤Ns∧ j 6= i∧|ls
i ls

j| ≤ rt}, and the possible EN
placement locations to which it can transmit in one hop are
collected into Fe

i = { j|1≤ j ≤ Ne∧|ls
i le

j | ≤ rt}.
If si performs the observation task,

pi = pt

 ∑
j∈Fs

i

fi, j + ∑
j∈Fe

i

f ′i, j

+ ps
ψλ+ pr

∑
1≤ j≤Ns∧i∈Fs

j

f j,i

(2)
otherwise,

pi = pt

 ∑
j∈Fs

i

fi, j + ∑
j∈Fe

i

f ′i, j

+ pr
∑

1≤ j≤Ns∧i∈Fs
j

f j,i (3)

where fi, j and f ′i, j are the data traffic via arcs 〈si,s j〉 and
〈si,e j〉, respectively, ps, pr, and pt are the energy needed to
produce, receive, and transmit a bit data, respectively, ψ is
the mean size of an image, and λ is the mean image produc-
tion speed of an observation node.
2.3 ERD Model

Denote τi as an observation node si’s ERD, which is the
sum of its image routing and processing delay. We define the
network ERD as the largest ERD of all observation nodes.

Not only the transmission of images but also their pro-
cessing can be modelled as an M/M/1 queue [31, 39]. Let
τo(ei,e j) and Pi label the latency needed to transfer a bit data
from ei to e j and the node sequence in the data transmission



path of sensing node si, respectively. The jth node Pi( j) in
Pi is ec(si) if j = |Pi|, and an SN otherwise.

The mean sum of waiting and transmission latency of an
image at an SN si is represented by

τ
t
i =

ψ

R−∑ j∈Fs
i

fi, j−∑ j∈Fe
i

f ′i, j
(4)

The mean sum of waiting and processing latency of an image
at an EN ei is represented by

τ
p
i =

ηψ

ξ−ηψλ∑ j∈L yi, j
(5)

where ξ is the computation capacity of every EN, η is the
mean computing resource requirement of every bit of an im-
age, and yi, j is an indicator being 1 if the images produced
by observation node s j are processed by ei, and 0 otherwise.
If ep(si) = ec(si),

τi = τ
p
Pi(|Pi|)+ ∑

1≤ j≤|Pi|−1
τ

t
Pi( j) (6)

and otherwise,

τi = τ
p
ep(si)

+ τ
o(ec(si),ep(si))ψ+ ∑

1≤ j≤|Pi|−1
τ

t
Pi( j) (7)

MDET is NP-hard because it can be simplified into an
NP-hard directional cover set problem in [5].
3 Multiobjective Differential Evolution
3.1 Preliminaries

Differential Evolution (DE) [13, 26] is a widely-used
intelligent heuristic which searches for the best solution
through mutation, crossover, and selection. Its individuals,
denoted by Z1, Z2, . . ., and ZM , are updated generation by
generation. In generation g, a mutant one Zg

i is computed
as [26]:

Zg
i = Zg−1

i1 +ϖ(Zg−1
i2 −Zg−1

i3 ) (8)

where any two of i1, i2, and i3 are different and none of them
equals i, and ϖ is the amplification factor. The jth compo-
nent of a trial individual Zg

i is computed by [26]

Zg
i ( j) =

{
Zg

i ( j), j = jr ∨ rand()≤ ϖ′

Zg−1
i ( j), otherwise

(9)

where ϖ′ is crossover probability, jr is randomly selected,
and rand() produces a random number in the range of [0, 1].
DE selects the better between Zg

i and Zg−1
i as Zg

i .
Our proposed MODE combines DE and the approach

to selecting nondominated solutions via reference points in
NSGA-III [9, 15] to produce a number of nondominated so-
lutions.
3.2 Individual Representation

Let a 5-tuple (X f ,X p,W x,W y,W z) represent every indi-
vidual, where X f is the parent node index vector, X p is the
PEN vector, W x, W y, and W z are the working direction coor-
dinate vectors.

The ith component X f (i) of X f is the index of the parent
node of ls

i inside set Fs
i or Fe

i , and it takes an integer in the

range of [1−|Fs
i |− |Fe

i |, |Fs
i |+ |Fe

i |]. Only if X f (i)> 0, si is
deployed. When si is deployed, its parent node is Fs

i (X
f (i))

if X f (i) ∈ [1, |Fs
i |], and Fe

i (X
f (i)−|Fs

i |) otherwise. The ith
component X p(i) of X p is ep(si) and takes an integer in [1−
Ne,2Ne]. Only if X p(i)> 0, si is an observation node. When
si is a sensing node, its PEN is eX p(i) if X p(i) ∈ [1,Ne], and
the same as its CEN otherwise. (W x(i), W y(i), W z(i)) is
restricted to be a unit vector and is the working direction of
si.
3.3 Individual Repair

The target coverage is first repaired. After all targets are
covered, the data routes are repaired. Similarly, after the data
transmission paths of all observation nodes are successfully
built, the adjustment of some observation nodes’ PENs is
performed.
3.3.1 Target Coverage Repair

We first compute the set of the targets that can be cov-
ered by SNs in S′ = { j| j ∈ L ∧Z.X p( j)> 0}, which use the
working directions in (Z.W x, Z.W y, Z.W z). Each time, we
greedily select a sensing node from S′, which can increase
the most covered targets. We hope that such greedy selec-
tion can reduce SNs to be deployed.

If the above selected sensing nodes cannot cover all tar-
gets, more sensing nodes need to be selected, which do not
use the working directions in (Z.W x, Z.W y, Z.W z). Each
time, a sensing node with the largest coverage increment is
chosen. However, it is intractable to find an accurate working
direction that can maximize the coverage increment. There-
fore, a simplified method is proposed to approximately com-
pute it. In this method, for an SN, a new target can be seen
as its coverage increment if it can cover both new and old
targets.

To judge if si is able to cover a target set T, we should
compute 1) projections sh

i , sv
i , and su

i of si and projections Th,
Tv, and Tu of T in planes xOy, xOz, and yOz, respectively; 2)
the minimum angles αh, αv, and αu with vertexes sh

i , sv
i , and

su
i that contain all the points in Th, Tv, and Tu, respectively;

3) angles βh, βv, and βu from
−→
Ox to the bisector vector of αh,

from
−→
Ox to that of αv, and from

−→
Oy to that of αu, respectively;

and 4) the following vector

w̃=



(0,1, tanβu), βu ∈ [0,0.5)π∪ (1.5,2)π∧ (βh =
(1±0.5)π∨βv = (1±0.5)π)

−(0,1, tanβu), βu ∈ (0.5,1.5)π∧ (βh = (1±
0.5)π∨βv = (1±0.5)π)

(1, tanβh, tanβv),
βv 6= (1±0.5)π∧βh ∈ [0,0.5)π
∪(1.5,2)π

−(1, tanβh, tanβv),βv 6= (1±0.5)π∧βh ∈ (0.5,1.5)π
(10)

si can cover T if w̃ exists and it is able to cover all the targets
in T simultaneously using w̃ as its orientation.
3.3.2 Data Route Repair

To repair Z.X f , the circles in it have to be eliminated
first. To connect every observation node to an EN and en-
sure the transmission rate constraint of every SN, the data
routes of observation nodes are iteratively built. There-
fore, a graph G = (V,A,W ) is constructed based on Z.X f .



V = {lv}∪ {le
i |1 ≤ i ≤ Ne}∪ {ls

i |1 ≤ i ≤ Ns} is the vertex
collection, where lv is a virtual vertex used for connecting
the possible EN deployment locations. A = {〈le

i , l
v〉|1 ≤ i ≤

Ne} ∪ (∪1≤i≤Ns As
i ) is the arc set, where the set of the arcs

from ls
i is

As
i =


{〈ls

i , l
e
j〉| j ∈ Fe

i }∪{〈ls
i , l

s
j〉| j ∈ Fs

i }, Z.X f (i)≤ 0
{〈ls

i ,F
s
i (Z.X

f (i))〉}, Z.X f (i) ∈ [1, |Fs
i |]

{〈ls
i ,F

e
i (Z.X

f (i)−|Fs
i |)〉}, Z.X f (i)≥ |Fs

i |+1
(11)

W is the arc weight function. Specially, W (〈ls
i , l

s
j〉) = 0 if

Z.X f (i) ≥ 1, and 1 otherwise. W (〈ls
i , l

e
j〉) = 0 if Z.X f (i) ≥

|Fs
i |+ 1, and 1 otherwise. W (〈le

i , l
v〉) = 0 if there is an arc

〈ls
j, l

e
i 〉 in A with W (〈ls

j, l
e
i 〉) = 0, and Ns +1 otherwise.

For a sensing node si, if it is connected to lv in G, then
we adopt the shortest path from it to lv in G as its data route
in Z.X f . As a result of the changes of Z.X f and data traffic
rates at SNs, G has to be rebuilt. Due to the transmission rate
restriction of SNs, the arcs that cannot accommodate more
data traffic should be deleted from A.
3.3.3 Processing Node Repair

Let Si = {s j| j ∈ L ∧ Z.X p( j) = i} represent the collec-
tion of the observation nodes whose PENs are all ei. De-
note C = {ei|1 ≤ i ≤ Ne ∧ ξ ≤ ηψλ|{ j| j ∈ L ∧ Z.X p( j) =
i}|} and C′ = {ei|1 ≤ i ≤ Ne ∧ |{ j| j ∈ L ∧Z.X p( j) = i}| ∈
[1,ξ/(ηψλ)−1)} as the collection of the ENs whose work-
load is not lower than their computing capacity and the col-
lection of the placed ENs which are able to accommodate
more workload, respectively. As a result of the computing
capacity constraint, the workload of every EN in C must be
decreased. If C′ is not empty, some tasks of the ENs in C are
transferred to the ENs in C′; otherwise, a new EN is deployed
at a randomly selected vacant location and added into C′. For
each ei in C, each time a sensing node is randomly removed
from Si and its PEN is changed to be an EN randomly chosen
from C′. If this change makes this EN unable to accommo-
date more tasks, it has to be deleted from C′. Such operations
are repeated until the computing capacity constraint of ei is
met.

After the task offloading in an individual Z is repaired, it
is iteratively improved to reduce network ERD. In each iter-
ation, a sensing node si with the longest ERD is identified. If
we can find a deployed EN e j that can accommodate the task
of processing the data generated by si and the network ERD
is reduced when it becomes the new PEN of si, the workload
offloading can be optimized by changing the PEN of si to it.
If such EN cannot be found, the task offloading cannot be
locally optimized further.
3.4 Summary

Given an individual Z, we define its restriction violation
degree as:

V (Z) =

V e(Z)/Ne, V t(Z) = 0∧V s(Z) = 0
V s(Z)/Ns(Z)+1, V t(Z) = 0∧V s(Z)> 0
V t(Z)/Nt +2, V t(Z)> 0

(12)
where V t(Z), V s(Z), V e(Z), and Ns(Z) = ∑i∈L∧Z.X p(i)>0 1
are the numbers of uncovered targets, sensing nodes without

data routes, ENs whose computing capacity constraint is vi-
olated, and all sensing nodes in Z, respectively. Larger V (Z)
means that Z is worse. Zi dominates Z j if 1) V (Zi)< V (Z j),
or 2) V (Zi) = V (Z j) = 0, each objective of Zi is not worse
than that of Z j, and at least an objective of of Zi is better than
that of Z j.

Before the evolution process starts, the individuals are ini-
tialized at random and then repaired. In generation g, to gen-
erate a mutant individual Zg

i , unlike DE, MODE selects two
different target individuals Zg−1

i1 and Zg−1
i2 rather than three,

and let

Zg
i = Zg−1

i1 +ϖ(Zg−1
i2 −Zg−1

i1 ) (13)

This modification is expected to better balance exploration
and exploitation of our algorithm. After all the individuals
in {Zg

i |1 ≤ i ≤ M} are produced by (13), (9), and repair,
MODE selects M solutions from them and all the individu-
als in {Zg−1

i |1 ≤ i ≤ M} to produce {Zg
i |1 ≤ i ≤ M}. Spe-

cially, if we cannot find M feasible solutions in {Zg
i |1≤ i≤

M}∪{Zg−1
i |1≤ i≤M}, we keep enough solutions with the

smallest constraint violation degrees to form M ones; oth-
erwise, we select M ones from all feasible solutions by us-
ing the nondominated sorting principle and reference point-
based method in NSGA-III [9, 15].

Denote G as the number of evolution generations. Algo-
rithm 1 realizes MODE.

Algorithm 1 MODE
Input: le

1, l
e
2, . . . , l

e
Ne ; ls

1, l
s
2, . . . , l

s
Ns ; t1, t2, . . . , tNt

Output: a nondominated solution set
1: Generate initial target individuals Z0

1 , Z0
2 , . . ., and Z0

M randomly;
2: Repair Z0

1 , Z0
2 , . . ., and Z0

M ;
3: for g← 1 to G do
4: for i← 1 to M do
5: Compute Zg

i using (13);
6: Round every Zg

i .X
f ( j) (1≤ j ≤ Ns) to its nearest integer;

7: Round every Zg
i .X

p( j) ( j ∈ L) to its nearest integer;
8: Confine every component of Zg

i to its value range;
9: Compute Zg

i using (9);
10: Repair Zg

i ;
11: end for
12: Generate Zg

1 , Zg
2 , . . ., and Zg

M by choosing M solutions from {Zg−1
1 ,

Zg−1
2 , . . ., Zg−1

M } ∪ {Zg
1 , Zg

2 , . . ., Zg
M};

13: end for
14: return the set of the different nondominated solutions in {ZG

1 , ZG
2 , . . . ,

ZG
M};

4 Simulations
We compare MODE with NSGA-III [9,15] in terms of hy-

pervolume (HV) [18, 24, 40], inverted generational distance
(IGD) [17, 18, 40], and running time (RT).

Same as in [9, 15], NSGA-III uses the simulated binary
crossover (SBX) [8] and polynomial mutation [7]. In addi-
tion, it adopts the same individual representation, individual
repair, and individual constraint violation degree definition
as MODE to handle MDET.

The HV and IGD of a Pareto front indicate the volume of
the objective space dominated by it [18,24,40] and the mean
distance between the points in the true one and their closest



points in it [17,18,40], respectively. The accuracy of a Pareto
front is in proportion to its HV but in inverse one to its IGD.

For the sake of calculating HV and IGD, we use the short-
est network lifetime, longest network lifetime, lowest net-
work ERD, highest network ERD, smallest deployed SN
count, largest deployed SN count, smallest deployed EN
count, and largest deployed EN count of all the valid solu-
tions that the two algorithms find to normalize the objectives
of each nondominated solution output by each algorithm.
However, an objective is normalized to 1 if its found min-
imum and maximum are the same. The Pareto set generated
from the two algorithms’ results is deemed as the true Pareto
set to calculate IGD, and (−1/Nt , −1/Nt , −1/Nt , −1/Nt)
is used as the reference point to calculate HV.
4.1 Parameter Settings

The parameters are set in Table 1, where κ is the division
count per objective in the approach to selecting nondomi-
nated solutions via reference points, ς and ς′ are the distribu-
tion index for crossover and its probability in SBX, respec-
tively, ς′′ and ς′′′ are the distribution index for mutation and
its probability in the polynomial mutation, respectively. Both
algorithms use the same individual count, evolution genera-
tion count, and division count per objective in the approach
to selecting nondominated solutions via reference points.

Table 1. Parameter Settings
Parameter Value Parameter Value
Ns 250 Ne 20
θh 0.6π ψ 20 Kb/image
λ 10 images/s η 3000 CPU cycles/b
θv 0.4π rs 20 m
ξ 3 GHz ps 50 nJ/b
pr 50 nJ/b pt 55 nJ/b
B 2000 J R 1 Mb/s
κ 8 M 40
G 400 ϖ 0.5
ϖ′ 0.3 ς 30 [9, 15]
ς′ 1 [9, 15] ς′′ 20 [9, 15]
ς′′′ 1/(Ns +4|L |) [9, 15]

HVs, IGDs, and RT for 10 randomly generated instances
are averaged. In each instance, all ls

i , le
i , and ti are generated

at random in a 100 m × 100 m × 50 m 3D space, and every
τo(ei,e j) is generated in [0.5, 5] µs at random.
4.2 Results and Their Analyses
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Fig. 3. Evaluation of IGD. (a) IGD versus Nt with rt = 40
m. (b) IGD versus rt with Nt = 130.

Figs. 3-5 display the simulation results. Overall, com-
pared with NSGA-III, MODE takes more time but has larger
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Fig. 4. Evaluation of HV. (a) HV versus Nt with rt = 40
m. (b) HV versus rt with Nt = 130.
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Fig. 5. Evaluation of RT. (a) RT versus Nt with rt = 40 m.
(b) RT versus rt with Nt = 130.

HV and smaller IGD. This because MODE is able to bet-
ter balance exploitation and exploration and discover more
feasible solutions during its execution.

The HV of MODE tends to decrease with a few excep-
tions when the target count rises, as displayed in Fig. 4(a).
This is because more observation nodes have to be installed
for covering all targets, resulting in the generation of more
data, installation of more relay nodes and ENs, shorter net-
work lifespan, and higher network ERD. As the transmission
radius of SNs grows, fewer relay nodes are required to be
placed. Thus, the network ERD decreases, and the network
lifespan rises. Therefore, the HV of MODE tends to increase
with a few exceptions, as shown in Fig. 4(b).

As displayed in Fig. 5(a), the algorithms tend to take
more time with a few exceptions when the target count in-
creases. This is because larger target count causes bigger
problem size. With the increase of the transmission radius
of SNs, more feasible solutions can be found, and thereby
it consumes more time to repair an individual. As a result,
the algorithms tend to consume more time with a few excep-
tions, as shown in Fig. 5(b).

5 Conclusion
Motivated by the advantages of deploying ENs in

WVSNs, we have investigated the optimal deployment of
EWVSNs for target coverage with four conflicting objec-
tives. It is hard to address the joint optimization of the de-
ployment of SNs and ENs, and the working direction config-
uration, data routing, and data offloading of sensing nodes.
This work presents a novel algorithm to solve it. By simu-
lations, we discover that it can produce better solutions than
NSGA-III at the expense of some additional RT.
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