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Abstract
Long range wireless transmission techniques such as

LoRa are preferential candidates for a substantial class of IoT
applications, as they avoid the complexity of multi-hop wire-
less forwarding. The existing network solutions for LoRa,
however, are not suitable for peer-to-peer communication,
which is a key requirement for many IoT applications. In
this work, we propose a networking system – 6LoRa, that
enables IPv6 communication over LoRa. We present a full
stack system implementation on RIOT OS and evaluate the
system on a real testbed using realistic application scenarios
with CoAP. Our findings confirm that our approach outper-
forms existing solutions in terms of transmission delay and
packet reception ratio at comparable energy consumption.

Categories and Subject Descriptors
C.2 [Computer-Communication Networks]: Network

Architecture and Design; C.2 [Computer-Communication
Networks]: Network Protocols; D.2 [Software Engineer-
ing]: Interoperability

General Terms
Design, Measurement, Reliability

Keywords. Wireless, LPWAN, MAC layer, network experi-
mentation

1 Introduction
Proliferation of proprietary IoT devices has led a frag-

mentation of IoT communication protocols, which challen-
ges interoperation and slows down innovation. To address
this problem, the Internet Engineering Task Force (IETF) has
proposed adaptation layers to run IPv6 on top of a variety of
IoT technologies such as IEEE 802.15.4 (6LoWPAN [15])
and LPWAN (SCHC [6]).

Beyond interoperation, IPv6 has two additional advan-
tages. (i) It utilizes existing infrastructure, which is well-

Internet

LoRaWAN NS/AS
SCHC C/D F/R

Gateway

Internet

(a) SCHC-LoRaWAN (b) 6LoRa

Figure 1. Network architecture of SCHC-LoRaWAN
(left) and our solution (right).

proven with many successful deployments; (ii) it enables the
utilization of state of the art IoT application protocols such
as the Constrained Application Protocol (CoAP) [18].

The LoRaWAN [11] LPWAN specification defines a
cloud-based Media Access Control layer protocol on top of
the wireless modulation LoRa, which is known to achieve
long range transmissions range (km) at very low power (mJ).
LoRaWAN has attracted special attention in the industry and
academia for its open specification and low hardware cost.

While SCHC successfully enables transmission of IPv6
packets over LoRaWAN, its centralized architecture (Fig-
ure 1, left) challenges applications that rely on downlink
communication such as automation control scenarios. The
architecture does not allow for direct peer-to-peer commu-
nication between IoT devices, which is a common pattern
in ad hoc networks. In consequence, the network must for-
ward messages from a transmitting device to the cloud and
then back to the target device. This approach exhibits three
problems. (i) Downlink communication consumes base sta-
tions transmission budget and prevents concurrent reception
of uplink frames; (ii) it hinders the deployment of edge de-
vices and leads to increased costs in cloud infrastructure; (iii)
in many remote areas, cellular networks are the only feasible



uplink option for the base stations, which renders communi-
cation between IoT devices useless on poor Internet connec-
tivity.

Recently, we proposed DSME-LoRa [1], an adaptation
layer to operate IEEE 802.15.4e Deterministic and Syn-
chronous Multichannel Extension (DSME) [10] on top of the
LoRa modulation. This obsoletes the LoRaWAN network
emulation. In this paper, we go one step further and develop
6LoRa, a system to enable IPv6 communication over DSME-
LoRa networks. (Figure 1, right).

The contributions of this paper are:

1. A system architecture for transmitting IPv6 frames over
DSME-LoRa (6LoRa).

2. An implementation of 6LoRa in the RIOT operating
system.

3. A comparative evaluation on real hardware of the sys-
tem against SCHC-LoRaWAN.

The remainder of this paper is structured as follows. We
recap the background with reviewing related work on Lo-
RaWAN, IEEE 802.15.4 DSME and CoAP/IPv6 in Sec-
tion 2. Section 3 introduces the system design. Section 4
describes the implementation in RIOT. We show the results
of our evaluation on real hardware in Section 5 and conclude
with an outlook in Section 6.
2 Background and related work
LoRaWAN. LoRaWAN contributes a networking substrate
to the long range transmission layer of LoRa [11]. Devices
and cloud applications exchange data through a backhaul in-
frastructure consisting of gateways (base stations), a network
server (network controller), and an application server (cloud
services). Although communication is bidirectional, the ar-
chitecture favors uplink communication.

LoRaWAN offers three communication classes, namely
A, B and C, that trade-off downlink latency and energy con-
sumption. Class A seizes uplink packets for polling down-
link messages. Following packet transmission, devices open
two reception windows (RX1 and RX2) to receive a down-
link packet. If the network server has multiple packets to
deliver, it sets the frame pending bit in the next downlink,
which prompts the receiving device to schedule an uplink as
soon as possible. Class B devices open reception windows at
regular intervals. Class C devices keep the reception window
open all the time.

Mikhaylov et al. [12] shows that downlink traffic com-
promises performance of uplinks, which hinders determinis-
tic communication. Although LoRaWAN class B decreases
downlink latencies compared to class A [4], it suffers from
scalability issues [5, 19]. Vincenzo et al. [21] propose
countermeasures for the limitations of LoRaWAN downlink
traffic by adding multiple gateways and providing a gate-
way selection mechanism. This increases deployment costs.
Zorbas et al. [22] present TS-LoRa, which adds a time-
slotted mechanism to LoRaWAN and achieves more than
99% packet delivery ratio. Still, it does not address the down-
link limitations of LoRaWAN.
IEEE 802.15.4 DSME. The IEEE 802.15.4e Deterministic
Synchronous Multichannel Extension (DSME) [10] defines

a beacon-synchronized link layer. The MAC initiates a su-
perframe structure, which reserves time for contention-based
(CSMA/CA) and contention-free (GTS) transmission. The
superframe structure repeats indefinitely.

CSMA/CA transmissions are carried out in a common
channel, whereas GTS transmissions are carried out in de-
dicated time-frequency slots. Devices must negotiate a slot
with the receiver prior GTS transmissions. The DSME MAC
allows for grouping superframes into a multisuperframe,
which extends the number of available GTS at the cost of
increased transmission latency.

DSME devices may operate in two modes, namely co-
ordinator and child. Coordinators are responsible for net-
work formation, maintenance and data routing between chil-
dren and devices beyond the radio range of each other. The
DSME MAC supports star, mesh and cluster-tree topologies
depending on the arrangement of coordinators and children.
Among coordinators, one assumes a significant role known
as the PAN Coordinator, which dictates the superframe struc-
ture for the entire network.

Battaglia et al. [3] present two novel extensions for the
DSME MAC, which address scalability issues in GTS han-
dling in networks with a high number of nodes and peri-
odic flows. Vallati et al. [20] discover inefficiencies during
DSME network formation and propose effective mitigations.
Alamos et al. [1] present and evaluate DSME-LoRa, which
defines an adaptation layer to interface the DSME MAC with
a standard LoRa transceiver. We employ the adaptation layer
as a basis for our work.
IoT-centric IPv6 communication. SCHC (RFC 8724 [14])
describes a generic header compression and fragmentation
of IPv6 packets for transmission over a generic LPWAN. It
employs a set of out of band static rules (context) to instruct
devices on the procedure to compress and decompress IPv6
packets, selecting the most suitable rule. RFC9011 [6] de-
scribes the LoRaWAN adaptation for SCHC. The 6LoWPAN
protocol [9] enables the transmission of IPv6 packets over
IEEE 802.15.4 networks by using a set of headers (i.e., IP
Header Compression, Next Header Compression for UDP)
to facilitate compression and decompression, fragmentation
and reassembly of transmitted packets. The protocol sup-
ports both stateful and stateless compression schemes. In
contrast to 6LoWPAN, the compression scheme of SCHC
performs better [8] and supports compression of the CoAP
header [13]. This has motivated research efforts towards
the transmission of SCHC-compressed packets over IEEE
802.15.4 networks [7].

The Constrained Application Protocol [18] (CoAP) is a
lightweight Web protocol based on UDP. The protocol fol-
lows a Request/Response model and incorporates REST-like
methods, including GET, POST and PUT.

3 System design
Figure 2 summarizes the system architecture for a 6LoRa

network stack. The design caters for IPv6 packet transmis-
sion over LoRa.

We utilize the DSME MAC to enable reliable communi-
cation of IPv6 packets in LoRa frames. The MAC interacts
with the LoRa transceiver via the DSME-LoRa adaptation
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Figure 2. System architecture of a 6LoRa network stack.
The figure includes software components and interfaces
of the implementation in the RIOT operating system.

layer [1]. The DSME network interface grants full control
to the upper layer of the transmission pattern (CSMA/CA
or slotted), the superframe duration and slot allocation. To
enable compression and fragmentation of IPv6 packets, we
use the 6LoWPAN [9] adaptation layer. This is required to
reduce link stress and decrease time on air of LoRa frames.
On top of 6LoRa, we consider a standard IoT network stack
consisting of CoAP via UDP and IPv6. Similar to tradi-
tional 6LoWPAN networks, devices in the network may act
as routers to forward traffic between devices or to the Inter-
net (not evaluated in this work).

4 Implementation
We extend the implementation of DSME-LoRa in the

RIOT operating system [2] to enable IPv6 support via the
network stack (GNRC), as shown in Figure 2. The imple-
mentation provides DSME support through the openDSME
package and implements the 802.15.4 Radio HAL interface
with the DSME-LoRa adaptation layer, in order to interface
the DSME MAC with the LoRa transceiver (SX1262). The
GNRC network stack runs each protocol layer on a dedicated
thread and uses inter process communication via a common
API (GNRC Netapi/Netreg) to communicate between layers.
This approach facilitates protocol implementation.

We add IPv6 support to the existing DSME-LoRa net-
work interface (gnrc netif dsme). For that, we take care of
three aspects. (i) the initialization of the necessary IPv6 In-
formation Base, such as hop limit and network address; (ii)
the configuration of the interface for use with 6LoWPAN and
(iii) perform broadcast transmission for packets which where
already tagged by the network stack as multicast.

The 6LoRa network stack utilizes the UDP (gnrc udp)
and IPv6 (gnrc ipv6) components of the network stack
for the transmission of CoAP frames and 6LoWPAN
(gnrc sixlowpan) to transmit compressed IPv6 packets
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Figure 3. Network topology and traffic flow of the SCHC-
LoRaWAN network (left) and 6LoRa network (right)
used in our evaluation. C1 corresponds to the cluster
with three actuators (�), while C2 and C3 represent clus-
ters with eight and four sensors (g), respectively.

over the DSME MAC.
GNRC implements the Sock UDP API (sock udp),

which exposes network stack agnostic UDP sockets. We uti-
lize the RIOT CoAP implementation (GCoAP), which uses
the Sock UDP API to send and receive CoAP packets.

5 Evaluation
We assess the performance of CoAP communication

over SCHC-LoRaWAN and 6LoRa devices. We also com-
pare memory requirements and power consumption of both
stacks. In this study, fragmentation is not evaluated.

5.1 Experimental setup
Experiments are conducted using commercial off-the-

shelf platforms (Nucleo-WL55JC1). The platform is
equipped with a dual core ARM Cortex-M4F and ARM
Cortex-M0+ CPU, with a clock speed of 48 MHz and a me-
mory capacity of 256 kB of ROM/64 kB of RAM. Due to the
absence of dual-core support in RIOT, we solely utilize the
Cortex-M4F core. The platform is further equipped with a
LoRa transceiver (SX1262).

Fifteen devices were deployed in the university facilities,
grouped in three clusters. The first cluster (C1) consists of
three LoRa devices that function as actuator devices. The
second cluster (C2) includes eight LoRa devices and is lo-
cated on the floor above C1, approximately 60 m away of
C1. The third cluster (C3) is composed of four LoRa devices
and is deployed without line-of-sight on the same floor of
C1, approximately 12 m away. Devices in C2 an C3 operate
as sensor devices.

Each sensor device from C2 and C3 sends 12 bytes in
non-confirmed CoAP POST packets to an actuator from C1.
Out of the twelve sensors, six of them send data exclusively
to the first actuator. Among the remaining sensors, three of
them send data to the second actuator, while the other three
send data to the third actuator. To minimize wireless traf-
fic, we configure CoAP to elide responses. The transmission
intervals are governed by a uniform distribution character-



ized by means of 10 s and 20 s, and a range of plus or mi-
nus 2 seconds. The LoRaWAN infrastructure forwards traffic
between end devices and the SCHC endpoint (Figure 3(a)),
while 6LoRa devices employ direct peer-to-peer communi-
cation (Figure 3(b)).

We deploy a RAK2245 LoRaWAN gateway next to the
C1 cluster, which runs the Chirpstack LoRaWAN network
server (v3.15.1) and application server (v3.17.2). The net-
work server is configured to use all eight LoRaWAN chan-
nels that the gateway supports. In order to minimize the time
on air of downlink packets, the datarate of the second recep-
tion window (RX2) channel is set to 5 (SF7BW125). The
evaluation does not consider class B due to limited support
in RIOT.

We employ the libschc library [16] for the SCHC com-
pression and decompression in the constrained devices. Ad-
ditionally, we utilize a simple Python implementation that
uses pylibschc, a libschc wrapper, to communicate with
Chirpstack via MQTT and expose a SCHC endpoint on a
Linux machine.

We configure a single SCHC rule for the compression of
IPv6 and UDP headers, that achieves the maximum level of
compression attainable by SCHC for our experiment. Due to
its incomplete CoAP support, libschc does not compress the
CoAP header.

SCHC-LoRaWAN actuator devices operating under class
A protocol employ polling packets with empty payload at
a regular 10-second interval, in order to retrieve downlink
packets from the network server.

In 6LoRa scenarios we evaluate only GTS transmissions.
The choice is made to mitigate the detrimental effects of con-
current channel access in CSMA/CA, which degrades packet
reception [1]. We set the superframe duration to the mini-
mum feasible time (3.84 s) that allows transmissions of the
CoAP POST packet within a GTS. Devices allocate only one
GTS, which repeats at the superframe duration (3.84 s).

SCHC-LoRaWAN and 6LoRa devices do not request ac-
knowledgements and transmit using the same PHY con-
figuration (SF7BW125). For 6LoWPAN we use stateful,
context-based compression for the IPv6 source and destina-
tion addresses.
5.2 Memory requirements

Figure 4 shows the memory requirements, separated into
ROM (text + data segment) and RAM (data + bss seg-
ment), for SCHC-LoRaWAN and 6LoRa in our target plat-
form (Nucleo-WL55JC1).

We evaluate only the memory requirements for the
compression/decompression fragmentation/reassembly layer
(SCHC, 6LoWPAN) and link layer (LoRaWAN, DSME-
LoRa). Hence, we do not consider the memory requirements
for components of the operating system (i.e., GNRC network
stack, RIOT core and LoRa driver), as these components do
not vary significantly between the two firmwares.

The SCHC layer requires 13.62 kB of ROM and 3.60 kB
of RAM. This layer includes the libschc library, which stores
internal buffers in RAM, and the RIOT contrib code, which
allocates ≈ 1 kB in RAM for the libschc thread stack.

The LoRaWAN stack (GNRC LoRaWAN) requires
10.61 kB of ROM. The stack operates frugal and requires
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Figure 4. ROM (left) and RAM (right) requirements
for SCHC-LoRaWAN and 6LoRa in RIOT, separated
in compression/decompresion fragmentation/reassembly
(CD/FR) and link layer, measured on a Nucleo-WL55JC1
platform (ARM Cortex-M4F). Relative values relate to
the total firmware size.

only 0.58 kB of RAM to store the MAC descriptor and the
MAC Information Base.

To summarize, the SCHC-LoRaWAN implementation
utilizes a total of 24.23 kB (21.83%) of ROM and 4.18 kB
(19,97%) of RAM.

The 6LoWPAN implementation (GNRC 6LoWPAN) re-
quires 1.12 kB of ROM for the protocol logic and 1.41 kB of
RAM for the thread stack.

The DSME-LoRa implementation includes openDSME,
the contrib code for the platform abstraction and the DSME-
LoRa Adaptation Layer. The implementation requires
72.19 kB of ROM and 7.47 kB of RAM, primarily attributed
to the DSME MAC implementation. This MAC is more in-
tricate compared to the LoRaWAN MAC and necessitates
additional resources for storing internal data structures. To
summarize, 6LoRa requires 73.31 kB (47.62%) of ROM and
8.88 kB (33.59%) of RAM.
5.3 Communication performance

In both scenarios, class C demonstrates a greater packet
reception ratio compared to class A. Specifically, class C
achieves an 85% ratio in the relaxed scenario (Figure 5,
top center) and an 80% ratio in the stressed scenario (Fig-
ure 5,bottom center), while class A achieves a 77% ratio in
the relaxed scenario (Figure 5,top left) and a 73% ratio in the
stressed scenario (Figure 5, bottom left). The better perfor-
mance of class C occurs for two reasons: (i) polling pack-
ets from class A actuators increases on-air traffic and con-
sequently degrades channel quality, ultimately reducing data
extraction ratio, and (ii) a fraction of class A downlink pack-
ets are scheduled in the first reception window (RX1), which
utilizes the same frequency and datarate as uplink transmis-
sions. As a result, uplink and downlink frames collide [17].
This does not occur for class C devices, as they receive most
downlink packets in the same frequency of the second recep-
tion window (RX2), which uses a frequency that does not
interfere with uplink transmissions.

A shorter transmission interval (10 s) decreases data ex-
traction ratio (i.e., successfully received uplink packets) for
three reasons: (i) the increased on-air traffic from sensors
increases uplink collisions; (ii) higher downlink traffic in-
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Figure 5. Distribution of completion time for transmit-
ted CoAP packets over SCHC-LoRaWAN (class A and C)
and 6LoRa, for varying transmission interval (20 s and
10 s). The intersection between curve and right axis re-
lates to the packet reception ratio (dashed line). Data ex-
traction ratio (i.e., successful uplink packets) is shown for
LoRaWAN (red line). Difference between red and dashed
lines (∆) relates to downlink losses.

creases transmission duty cycle at the gateway, which re-
duces its availability to receive uplink traffic; and (iii) the
network server frequently sets the frame pending bit for class
A devices, leading to increased polling packet traffic and de-
graded uplink reception. Observe that class A devices (Fig-
ure 5, left) experience higher downlink losses in the relaxed
scenario (6.6%) than in the stressed scenario (0.83%). This
outcome, which may appear counterintuitive, is attributed to
the preference of the network server for the first reception
window (RX1) for downlink traffic, which results in colli-
sions with uplink traffic. In the stressed scenario, the net-
work server schedules downlink traffic more often in the sec-
ond reception window (RX2), whose traffic does not collide
with uplink traffic.

The completion time is given by the sum of uplink trans-
mission time (≈ 260 ms, measured from the beginning of
the transmission until the reception on the SCHC endpoint),
the SCHC endpoint processing time (≈ 5 ms), the down-
link schedule delay (variable) and the downlink transmis-
sion time (≈ 1.3 s, which includes the gateway delay and
the transmission time on air of the downlink packet).

The downlink schedule delay, which determines the com-
pletion time, depends on the downlink throughput and the
downlink queue stress. Class A throttles downlink rate to the
polling rate of the receiving device, whereas class C throttles
the downlink rate to one downlink message every ≈ 2 s. As
a result, even under low queue stress (i.e., relaxed scenario,
Figure 5, top), class C exhibits lower completion time (less
than 7 s for 95% of packets), than class A (less than ≈ 17 s
for 95% of packets).

In the stressed scenario, the downlink queue experiences
high stress due to increased sensor traffic. For class A ac-

Table 1. Power consumption of SCHC-LoRaWAN (class
A and C) , and 6LoRa devices, for sensor devices with
transmission intervals (TXi) of 20 s and 10 s, and for ac-
tuator devices.

Device TXi [s] Power [mW]
SCHC-LoRaWAN 6LoRa

Class A Class C

Sensor 20 0.49 12.87 1.33
Sensor 10 0.87 13.3 2.04

Actuator - 0.54 12.41 2.93

tuators, this influx of traffic has an impact on the delivery
of polling packets. These combined effects lead to extended
waiting times for packets in the downlink queue, ultimately
resulting in a significant increase in completion time. The
knee point at approximately 35 s for class C devices in the
stressed scenario (Figure 5, bottom center) can be attributed
to a continuous build up of downlink packets for the actua-
tor with six sensor devices, which schedules in average at a
shorter interval (≈ 1.67) than the throttling interval (2 s).

The completion time of 6LoRa transmissions is primar-
ily determined by the transmission delay of the DSME MAC
layer, which is influenced by the GTS schedule, and the time
on air of the packet (≈ 118 ms). When the application sched-
ules a transmission just before the occurrence of the next
slot, the lowest completion time is achieved, resulting in less
than 140 ms (Figure 5, right). Conversely, if the application
schedules the transmission immediately after the occurrence
of the next slot, the packet is held in the MAC queue un-
til the next slot occurs (3.84 s after the last slot), resulting
in a worst-case completion time of 100% of packets trans-
mitted in less than ≈ 3.9 s. The completion time remains
constant in both the relaxed and stressed scenarios because
the inter-packet gap is always greater than the superframe
duration. Consequently, all packets are scheduled when the
MAC queue is empty, which effectively bounds the comple-
tion time to a value that aligns with the superframe duration.

In contrast to LoRaWAN traffic, DSME-LoRa traffic is
not vulnerable to collisions thanks to the time-division multi-
ple access scheme (TDMA) of GTS, which enables collision-
free transmissions. The empirical results indicate a signifi-
cant packet reception rate, reaching 99.7% for the relaxed
scenario and 100% for the stressed scenario.

5.4 Energy consumption
We utilize a digital multimeter (DMM7510 7 1/2) to mea-

sure the current at a sampling rate of 100 kHz in order to
estimate the power consumption of the devices. Our analy-
sis focused on the power consumption of sensors as well as
actuators that receive data from three sensors each. To con-
serve energy, the 6LoRa devices in our analysis disable the
transceiver during the contention access period (reserved for
CSMA/CA transmissions).

Table 1 illustrates the power consumption (over base con-
sumption) for SCHC-LoRaWAN and 6LoRa devices.

Unlike the DSME MAC, LoRaWAN class A and class C
devices have a low maintenance overhead since the MAC



does not require maintaining a continuous connection with
the network server. Additionally, class A devices keep the
transceiver off most of the time, resulting in the lowest main-
tenance overhead and consequently, the lowest power con-
sumption across all scenarios. Although 6LoRa devices
yield low transceiver duty cycle, the DSME MAC con-
sumes energy in order to maintain the superframe structure
(i.e., synchronize to beacons and manage GTS). This results
in a higher maintenance overhead for 6LoRa devices, which
yields a higher power consumption than class A devices in all
scenarios but does not prevent operation on batteries. Class
C devices show the highest power consumption, as a result
of the transceiver listening continuously.

The power consumption of SCHC-LoRaWAN sensors
increases by ≈ 0.4 mW for the stressed scenario (10 s),
whereas the power consumption of 6LoRa sensors increases
by ≈ 0.7 mW. This is attributed to (i) the shorter time on air
(108 ms) of the LoRaWAN packet as a result of the superior
compression scheme of SCHC and (ii) inefficient handling
in openDSME of the GTS schedule, where the transceiver is
turned on too early. For this reason, the energy consump-
tion per transmitted packet is lower for SCHC-LoRaWAN
devices than for 6LoRa devices.

Receiving class A devices transmit polling packets (10 s
transmission interval) which consumes ≈ 0.54 mW. Unlike
data packets, polling packets do not carry a payload, result-
ing in a lower time on air and lower power consumption com-
pared to class A sensor devices with 10 s transmission inter-
val (≈ 0.87 mW). Class C devices consume ≈ 12.41 mW as
a result of the continuous listening of the transceiver. Re-
ceiving 6LoRa devices consume approximately 4 times less
energy (2.93 mW) than class C devices (12.41 mW) due to
the transceiver being active approximately 25% of the time
(one slot for beacon reception and three slots for GTS recep-
tion).

In conclusion, our findings validate that class A devices
demonstrate the lowest power consumption, while class C
devices exhibit the highest power consumption. Although
6LoRa is viable for battery-powered devices, the power con-
sumption is more than 3 times higher than that of class A
devices.

6 Conclusions and outlook
In this work, we proposed a system architecture (6LoRa)

that enables IPv6 communication for the DSME MAC over
LoRa. This overcomes the limitations of LoRaWAN, a
widely used LPWAN technology. The evaluation on com-
mon off-the-shelf devices confirmed that our system ren-
ders better communication performance for peer-to-peer sce-
narios than SCHC-LoRaWAN. Our solution requires more
memory resources than SCHC-LoRaWAN, although it re-
mains compatible with constrained-devices. The proposed
approach facilitates energy-efficient IPv6 communication
over LoRa, obviating the need for additional backhaul infras-
tructure, which stands in contrast to the LoRaWAN network
paradigm.

There are three future directions for this work. First,
studying allocation strategies DSME-LoRa networks may
potentially facilitate real-time communication over LoRa.

Second, optimizing its operation on battery-powered de-
vices, aiming to achieve deterministic wireless communi-
cations at high energy efficiency. Third, the evaluation of
SCHC compression over DSME-LoRa shall open new re-
search possibilities.
7 References
[1] J. Alamos, P. Kietzmann, T. C. Schmidt, and M. Wählisch. DSME-
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