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1 Motivation
Energy provision for buildings accounts for 40% of the to-

tal energy consumption in the EU, according to the European
Union 2020 Energy Policy Review [4]. Therefore, indoor
occupancy estimation has attracted much attention in recent
years as an important component of indoor energy manage-
ment systems. However, existing methods commonly suffer
from some limitations. For example, methods use conven-
tional cameras [3] which is generally not privacy-preserving
or multiple environmental sensors [2] which increases cost
and maintenance efforts. On the other hand, multiple ob-
ject detection (MOD) and multiple object tracking (MOT)
have been extensively studied in recent years as important
topics in the computer vision field [7]. In this paper, we
present TheDet, a privacy-preserving method that uses a low-
resolution thermal camera together with MOD and MOT
techniques to perform occupancy estimation.

2 Design of TheDet
Different from our earlier work [8], we design TheDet

based on a more scalable and lightweight neural network,
which enables us to easily train models with suitable sizes
for various IoT devices. With the same training dataset [9], in
contrast to earlier work, TheDet performs much better with a
smaller model in detection tasks. For tracking tasks, TheDet
reaches the same level of performance facing a more chal-
lenging evaluation, where the testing data contains diverse
target places and multiple people, rather than one place and
one person.
Hardware. We attach an MLX90640 to a Raspberry Pi de-
vice. The MLX90640 is a low-resolution thermal camera
with 32× 24 pixels. The camera is able to capture infrared
radiation emitted from warm objects, and only outputs the
temperature distribution of its field of view (FoV). Figure 1a
and Figure 1b respectively show a normal image and a low-

resolution thermal image. By contrast, the thermal image
does not contain any private information and filters most
of the irrelevant objects for the occupancy estimation task,
such as furniture. TheDet utilizes this feature of the low-
resolution thermal image to cope with privacy issues, such
as leaking information about people or personal belongings.

(a) Regular image. (b) Thermal image. (c) Clear thermal image.

Figure 1: (a) shows an image from a regular camera. (b)
and (c) are from the same low-resolution thermal camera.
(b) is blurry due to ambient heat. (c) has a pure background
because we use a low threshold higher than the lowest envi-
ronmental temperature to filter ambient heat.

Software. As illustrated in Figure 2, TheDet mainly con-
sists of three components: Data-preprocessing component,
Detection-based and Tracking-based estimation methods.
The data-preprocessing component maps temperature infor-
mation to colors. We use a low threshold higher than the
lowest environmental temperature to make the system insen-
sitive to the ambient heat so that images have a pure back-
ground, as illustrated in Figure 1c. For the high threshold,
we directly use the highest environmental temperature. For
the design of detection-based and tracking-based estimation
methods, there is a trade-off between efficiency and perfor-
mance since TheDet is designed for IoT devices with limited
computing resources. Therefore, we design the detection-
based method based on EfficientNet [6], a scalable and effi-
cient neural network designed for IoT devices. The tracking-
based method is also based on a lightweight object tracking
framework, Simple Online and Realtime Tracking [1].

TheDet uses two working modes, detection mode and
tracking mode, to respectively cope with different applica-
tion scenarios. The detection mode is used to estimate the
number of people in scenarios where one camera can cover
the whole target space, and the tracking mode is used to cope
with scenarios where one camera cannot cover the target
space. In the detection mode, TheDet captures images of the



Figure 2: Overview of TheDet. TheDet mainly con-
sists of three components: Data-preprocessing component,
Detection-based method, and Tracking-based method. It has
two working modes: detection mode and tracking mode.

(a) Input (b) Output

Figure 3: (a) shows the input image of the detection-based
method. (b) visualizes the output. The left object is a person
with 98% probability, and the right object is the other thermal
object with 96% probability.

Table 1: The detection performance of TheDet and Zhu [8].

Detector mAP mAP50 mAP75 APothers APperson
TheDet 0.807 0.963 0.888 0.711 0.905
Zhu [8] - 0.568 - - -

Table 2: The tracking performance of TheDet and Zhu [8].

Tracker IDF1 MOTA MOT P IDP IDR
TheDet 0.594 0.432 0.719 0.912 0.440
Zhu [8] 0.596 0.473 0.781 - -

target space and feeds them to the detection-based method
as input. Then, the detection-based method outputs loca-
tions and categories of thermal objects in images, as shown
in Figure 3. Finally, TheDet counts the number of people in
the target place. In the tracking mode, TheDet captures se-
quence image frames of the entrance of the target space and
feeds them to the tracking-based method. Then, the tracking-
based method tracks the people in frames and saves their last
coordinates appearing in the FoV. Finally, TheDet figures out
whether tracked people enter or leave the target space. The
number of people is maintained in memory and is updated
when people enter or leave the room, for example, plus 1
when a person enters.

3 Evaluation
To evaluate TheDet, we create a testing dataset that is col-

lected from two different office rooms for five weekdays. We
separately evaluate the performance of the object detection
and the tracking methods, as well as the accuracy of occu-
pancy estimation. For the detection and tracking evaluation,
we apply the most widely used metrics in these fields [5].
We train a series of detectors of different sizes. All of them
perform better than our previous detector [8]. The largest de-
tector is 19.6MB which has around 2

3 of the size of our pre-
vious detector (31.7MB). Table 1 shows the performance of
TheDet with the largest detector and our earlier work. In ad-
dition, TheDet obtains the same performance in a more chal-
lenging testing tracking scenario, as illustrated in Table 2.

We also evaluate the accuracy of occupancy estimation.
In the detection mode, TheDet obtains an accuracy of 98.0%
when detecting whether the target room is empty or not and
an accuracy of 92.0% when estimating the number of people
within the target place. In the tracking mode, TheDet reaches
an accuracy of 87.5% when judging whether people enter or
leave the target space.
4 Conclusion

We present TheDet, a machine learning-based privacy-
preserving occupancy estimation method. TheDet achieves
an accuracy of up to 92% for occupancy estimation and 98%
accuracy for occupancy detection in scenarios where one
camera can cover the target space. In addition, TheDet ob-
tains 87.5% accuracy of tracking and judging whether people
enter or leave a room in scenarios where one camera cannot
cover the target space.
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