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Abstract
This paper describes a platform under development that

runs globally interconnected IP IoT networks based on
6LoWPAN through an IPv4/IPv6 mixed environment. Bor-
der routers running 6LBR on Linux are used to interface con-
strained nodes running Contiki with external IPv6 networks.
6in4 tunnels are used to encapsulate IPv6 packets inside IPv4
packets where native IPv6 networks are not available and the
number of IPv4 addresses are severely restricted. All the
constrained nodes are assigned global IPv6 addresses and are
globally routable. End-to-end connectivity is achieved by
eliminating NAT in IPv6. Firewall guidelines to make this
platform work are also discussed. Configurations and test-
ing results of our 6LoWPAN platform testbed are described.
Testing results show that our platform meets design goals
and can be used for further IoT development.

1 Introduction
The Internet of Things (IoT), just like the Internet, has the

potential to greatly change our lives. Wirelessly connected
networks formed by a vast amount of low power, low cost,
small devices with various sensors and actuators that run on
batteries or even harvest energy from the environment have
huge current and potential applications[7]. An IoT system
that uses IPv6 based network protocols for all its devices and
is globally interconnected, seamlessly integrating with the
current Internet and Web services, working on both IPv4 and
IPv6 networks, is appealing to both IoT users and develop-
ers. Such an IoT system being developed by Tufts Wireless
Lab consists of two platforms: an 6LoWPAN platform and
a Web platform[23]. This paper describes the globally inter-
connected 6LoWPAN platform, which connects to the Web
platform that processes data from 6LoWPANs. Our IoT sys-
tem is shown in Figure 1.

1.1 IPv6 and 6LoWPAN
IEEE 802.15.4 is a low power, low speed wireless per-

sonal area network (WPAN) standard that has a raw data rate
up to 250 kbit/s. It is widely used in IoT systems[3, 4, 5, 6].
There are two different categories of constrained IoT net-
works, Non-IP or IP. 6LoWPAN, an IoT IPv6 adaptation
layer, runs on top of IEEE 802.15.4. IPv6 was chosen to be
the fabric of IP IoT network because IPv6 is more suitable
then IPv4 for IoT systems[22].

1.2 Contiki
Contiki is a BSD licensed open source, lightweight oper-

ating system that implements 6LoWPAN using uIP on tiny,
severely resource constrained nodes with IEEE 802.15.4
wireless communication capabilities, with memory as low
as around 20 KB RAM and 100 KB ROM. It is implemented
in the C language and has been ported to a wide range of
devices on a variety of architectures, like chips based on
the Atmel AVR, MSP430, and ARM Cortex-M3 architec-
tures. Contiki supports dynamic loading and replacement
of individual programs and services. It is built around an
event-driven kernel but provides optional preemptive multi-
threading that can be applied to individual processes[14].

By using a duty cycling protocol called ContikiMAC,
Contiki achieves ultra low power consumption by turning off
the wireless transceivers 99% of the time while still being
able to communicate[13].

1.3 CoAP
Constrained Application Protocol (CoAP) was developed

as a lightweight HTTP on 6LoWPAN. To work on con-
strained devices, CoAP uses UDP with its own message
based retransmission mechanism instead of TCP. CoAP
keeps REST architecture yet requires much less resources.
CoAP also works with security measures like DTLS, just like
HTTP works with TLS[8, 20]. Thus CoAP was chosen as the
application protocol for our platform.

2 6LoWPAN Platform
2.1 Border Router

The Beaglebone Black (BBB) is a small, low power, low
cost embedded computer capable of running Linux. It comes
with the TI Sitara AM3358BZCZ100, a 1GHz ARM Cortex-
A8 processor, 512 MB DDR3 SDRAM, an 10/100 Mb Ether-
net RJ45 port, a USB host port and a USB client port, GPIO
ports, a MicroSD connector, and others[11].International Conference on Embedded Wireless 
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Figure 1. IoT system block diagram

Figure 2. Border router setup

Debian GNU/Linux is a community supported Linux dis-
tribution that supports major architectures like X86, X86-64,
ARM, and MIPS. We use the armhf port of Debian 9 to run
on the TI Sitara AM3358BZCZ100 processor. The Debian 9
IoT image is flashed to a 4 GB Micro-SD card as the OS on
BBB. The IoT image does not contain graphical components,
thus reducing its size and making it suited to IoT devices.

A TI CC2531EMK USB dongle is attached to BBB. TI
CC2531EMK USB dongle supports IEEE 802.15.4/ZigBee
and can be used as a packet sniffer. It is reflashed to sup-
port ContikiMAC and communicate with Contiki nodes. The
setup of the border router is shown in Figure 2.

CETIC-6LBR1 is a Contiki based application but it runs
as a Linux daemon process to be the 6LoWPAN border rout-

1CETIC stands for Center of Excellence in Information and Communi-
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Figure 3. Border router block diagram

ing service. As shown in Figure 3, the border router works
as a IP layer gateway to convert between IPv6 packets and
6LoWPAN packets. No application layer protocol transla-
tion is needed for 6LoWPAN. On our platform, both sides
use CoAP as the application layer protocol, which greatly
simplifies the gateway design compared to non-IP protocols
like ZigBee.

We use 6LBR version 1.5.0 for our 6LoWPAN plat-
form. 6LBR can be configured to support different modes.
The most commonly used ones are Router Mode and Smart
Bridge Mode.

In Router Mode, the border router acts as an IPv6 router,
interconnecting two different IPv6 subnets. It assigns dif-
ferent IPv6 prefixes to Ethernet port and the IEEE 802.15.4
port. As an IPv6 router, it sends out Router Advertisement
(RA) messages to all the neighboring devices, including the
sensor nodes. This mode is mostly used as a standalone
router that does not need to be globally routed.

As shown in Figure 4, in Smart Bridge Mode the bor-
der router acts as an IPv6 NDP proxy on the Ethernet side,
accepting RA messages from an upstream IPv6 router and

cation Technologies. https://www.cetic.be/ 6LBR stands for 6LoW-
PAN Border Router.
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using the acquired IPv6 prefix and the IEEE 802.15.4 link
layer addresses to do IPv6 address stateless autoconfigura-
tion on the 6LoWPAN side. The Ethernet side and the IEEE
802.15.4 side use the same IPv6 prefix.

Our platform uses Smart Bridge Mode to get a globally
routable IPv6 prefix from the RA messages sent from an up-
stream IPv6 router. In case of lacking an IPv6 environment,
a 6in4 tunnel and a Linux router that supports tunneling is
used as an upstream IPv6 router. The tunnel is transparent
to the border router as a Linux router serves as an endpoint
of the tunnel and the link between the border router and the
Linux router is IPv6.

Figure 4. 6LBR Smart Bridge Mode

6LBR includes a web server for configuration and dis-
playing border router information. After successfully run-
ning 6LBR on BBB, we visit the IPv6 address of 6LBR from
a browser and get the border router Web page, as in Figure
5.

2.2 SensorTag Nodes
The TI SimpleLink SensorTag is an IoT prototyping plat-

form that has numerous sensors and supports major IoT net-
work protocols. CC2650STK SensorTag is based on the
ultra-low power CC2650 wireless MCU and supports the de-
velopment of ZigBee, 6LoWPAN, and BLE. The CC2650
MCU has 20 KB RAM and 128 KB Flash, thus it is class
2 constrained device[9]. CC2650STK contains 10 sensors,
including support for light, digital microphone, magnetic
sensor, humidity, pressure, accelerometer, gyroscope, mag-
netometer, object temperature, and ambient temperature[1].
We use CC2650STK as our 6LoWPAN sensor nodes in our
platform.

2.3 IPv6 Tunneling
IPv4 based Internet is gradually transitioning to IPv6 as

more and more ISPs are providing native IPv6 support to
their customers. As the next generation protocol for the In-
ternet, IPv6 is superior to IPv4 in multiple ways, so con-
version from IPv4 to IPv6 is desirable. Some of the most
important benefits of IPv6 are[12]:

• Expanded Addressing Capabilities
IPv6 increases the IP address size from 32 bits to 128
bits. This greatly increases the total number of IP ad-
dresses.

Figure 5. Border router Web page

Figure 6. Google IPv6 client statistics

• Header Format Simplification
This makes header processing in routers much more ef-
ficient.

• Authentication and Privacy Capabilities
Extensions to support authentication, data integrity, and
(optional) data confidentiality are specified for IPv6.

Nonetheless, conversion from IPv4 to IPv6 cannot be
achieved in a short time because IPv4 has been used for
decades and still dominates the Internet. Even though IPv4
faces a variety of problems like IP address exhaustion and
routing table explosion, workarounds like Classless Inter-
Domain Routing (CIDR) and Network Address Translation
(NAT) keep it working relatively well. To transition from
IPv4 to IPv6, millions of legacy network devices need to be
upgraded and it could be costly. Coexistence of IPv4 and
IPv6 networks will be a reality in the foreseeable future. Cur-
rently IPv4 still dominates the Internet, as shown by Goolge
IPv6 client statistics in Figure 6[2].

To make transitioning from IPv4 to IPv6 easier, several
transitioning schemes have been developed. Dual stack and
tunneling are most widely used transitioning schemes[19].
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As a 6LoWPAN platform that aims to work on the global
Internet, we cope this problem with IPv4/IPv6 dual stack in
Linux and 6in4 tunnel technology.

We use the free 6in4 tunnel broker service[15] provided
by Hurricane Electric for our 6LoWPAN platform. 6in4 tun-
nels are implemented by encapsulating IPv6 packets inside
IPv4 packets. In the IPv4 header, the protocol field is set to
be 41.

3 6LoWPAN Platform Testbed
3.1 Testbed Overview

The configuration of our platform testbed is shown in Fig-
ure 7.

Figure 7. 6LoWPAN platform testbed

We set up two interconnected 6LoWPANs. One sits on
the Comcast Xfinity ISP with native IPv6 support, the other
one sits on the Tufts campus network with only IPv4 support
where we use a 6in4 tunnel to get IPv6 support.
3.2 6LoWPAN with Native IPv6

Comcast Xfinity cable Internet assigns a /64 IPv6 prefix to
its residential users in some areas of the United States by de-
fault, but a /60 IPv6 prefix can also be requested on demand.
We use a WD My Net N750 wireless router as our Comcast
IPv6 router. As the factory firmware does not support IPv6
well, we reflashed it with OpenWrt firmware. OpenWrt is
an embedded Linux distribution that is used as an alternative
router firmware. OpenWrt has advanced router functions that
most consumer routers lack. By using a package system, it is
highly customizable, adding any features the user demands
while still keeping a small code size[16]. By using the Smart
Bridge Mode of 6LBR in our border router, we get the /64
IPv6 prefix assigned by Comcast ISP router using DHCPv6
Prefix Delegation protocol and the border router acts as an
NDP proxy to forward the IPv6 prefix to 6LoWPAN sensor
nodes[21]. The border router and all the 6LoWPAN sensor

nodes get globally routable addresses and we verified it by
pinging nodes remotely from a IPv6 server in Australia.
3.3 6LoWPAN with 6in4 Tunnel

Another 6LoWPAN sits on the Tufts campus network.
Tufts campus network is currently an IPv4 only network.
The numbers of globally routable IPv4 addresses we can ac-
quire from the Tufts campus network are very limited. Most
of the Tufts campus network users use NAT for Internet ac-
cess. A one-to-one mapping between IPv4 and IPv6 on our
SensorTag nodes is out of the question. While we could just
use the Router Mode of 6LBR in our border to get a usable
IPv6 environment for 6LoWPAN, as experimented in some
previous works[10, 17], this configuration is not globally
routable and thus cannot be directly connected to our other
globally interconnected 6LoWPAN on the Comcast Xfinity
network. We decided to use Smart Bridge Mode of 6LBR
in our border router and use the Hurricane Electric IPv6
tunnel broker service to set up a 6in4 tunnel instead. The
tunnel broker assigns a /64 IPv6 prefix to us and it is more
than enough for our 6LoWPAN platform testbed, while only
one public IPv4 address is needed. A Linux computer with
IPv4/IPv6 dual stack and two Ethernet ports is used as the
IPv6 router. One Ethernet port is connected to the 6LoW-
PAN border router with an IPv6 link, the other Ethernet port
is connected to the upstream IPv4 router on the Tufts campus
network.
3.4 Firewall Configuration

Firewalls are used both on the Comcast network and
the Tufts network for network security considerations. By
default, both firewalls prohibit any inbound connections.
We configured the firewalls to unblock incoming traffic of
ICMPv6 and incoming traffic on port 22, 80, 443 with TCP,
and 5683 with TCP/UDP to allow ping, SSH, HTTP, HTTPS,
and CoAP connections. We also allow IPv4 protocol 41 traf-
fic on the IPv4 firewall to allow 6in4 tunneling on the Tufts
IPv4 network.
3.5 IPv6 Router with Dual Stack Configura-

tion
Modern Linux supports IPv4/IPv6 dual stack with 6in4

tunnel. We use a PC installed with Debian GNU/Linux 9
serving as an IPv6 router for our 6LoWPAN platform. We
add the following lines in /etc/network/interface file:
auto hurricane0
iface hurricane0 inet6 v4tunnel
address 2001:470:1f06:ce9::2
netmask 64
endpoint 209.51.161.14
local 130.xx.xx.xxx
gateway 2001:470:1f06:ce9::1
ttl 255
up ip link set mtu 1280 dev $IFACE
up route -6 add 2001:470:1f07:ce9::/64 eno1
where 2001:470:1f06:ce9::2 is the tunnel

endpoint IPv6 address used by our IPv6 router,
2001:470:1f06:ce9::1 is the tunnel broker gateway
IPv6 address, 209.51.161.14 is the tunnel broker endpoint
IPv4 address, 130.xx.xx.xxx is the local IPv4 address,
and 2001:470:1f07:ce9::/64 is the IPv6 prefix provided
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Figure 8. Node information

Figure 9. Programming CC2650STK SensorTag

by the Hurricane Electric tunnel broker that can be used for
6LoWPAN IPv6 address stateless autoconfiguration.

A new network interface is created with the endpoint tun-
nel IPv6 address 2001:470:1f06:ce9::2.
hurricane0: flags=209<UP,POINTOPOINT,RUNNING,NOARP> mtu 1280
inet6 2001:470:1f06:ce9::2 prefixlen 64 scopeid 0x0<global>
inet6 fe80::8240:17e0 prefixlen 64 scopeid 0x20<link>
sit txqueuelen 1 (IPv6-in-IPv4)

The router advertisement daemon (radvd) pro-
cess runs on our Linux IPv6 router to delegate the
2001:470:1f07:ce9::/64 IPv6 prefix acquired from the
tunnel broker and uses NDP to configure all 6LoWPAN
nodes, as shown in Figure 8.
3.6 SensorTag Nodes Configuration

Contiki images with CoAP support are compiled from
Contiki source code and flashed to the CC2650STK Sen-
sorTag nodes using TI SmartFlash utility and the TI Sim-
pleLink SensorTag DevPack programmer, as shown in Fig-
ure 9. As CC2650STK is a class 1 constrained device, we
decide to use CoAP instead of HTTP for application proto-
col for better IoT resource, power, and traffic utilizations.
4 Testing Results

Both 6LoWPANs are set up successfully and testings are
performed to check whether they work properly. Here in
Section 4 we demonstrate the testing results from the 6LoW-
PAN on the Tufts campus network. The one on the Comcast
Xfinity network has similar results.

Figure 10. 6LoWPAN status

4.1 6LoWPAN Status
The status of our 6LoWPAN is shown in Fig-

ure 10. This shows that the globally routable prefix
2001:470:1f07:ce9::/64 is used in 6LoWPAN. IPv6 ad-
dress autoconfiguration in 6LoWPAN is successful.

4.2 Global End-to-end Connectivity
A major goal of our 6LoWPAN platform is global end-to-

end connectivity. We want our platform to be truly global,
such that it can be visited from anywhere with an IPv6 con-
nection. We tested the global end-to-end connectivity by us-
ing an IPv6 testing server provided by IPv6 Now in Aus-
tralia2 to ping our border router and SensorTag nodes. Fig-
ure 11 shows the result of pinging one SensorTag node from
Australia. The result shows that our 6LoWPANs can be di-
rectly visited globally and a global end-to-end connectivity
is achieved.

4.3 CoAP Testing Results
Our 6LoWPAN platform uses CoAP as our application

protocol. CoAP is used to communicate with Web platform
to globally read sensor information and control actuators
from SensorTag nodes. We use Copper (Cu) extension of
Firefox to test CoAP functionality[18]. As in Figure 12, all
the RESTful methods can be used in CoAP and we are able
to get sensor readings remotely by using the GET method.

2http://www.ipv6now.com.au
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Figure 11. Pinging SensorTag node globally

Figure 12. CoAP testing results

5 Conclusion
Our 6LoWPAN platform design and testbed implemen-

tation demonstrates a low cost, open source 6LoWPAN IoT
network platform that is suited to IoT research and product
prototyping. Testing results show that our 6LoWPAN is a
truly global IoT platform capable of working in both IPv4
and IPv6 networks. This is particularly important as native
IPv6 networks are still not widely available and 6LoWPAN
IoT network relies on IPv6 to function properly. By using
6in4 tunneling technology, we get globally routable IPv6
addresses for our 6LoWPANs anywhere IPv4 networks are
available, achieving end-to-end connectivity, and successful
CoAP based sensor and actuator operations. Such an IoT
platform is invaluable for further research and application
development, for example, optimization, security research,
Web IoT platform integration, which are the subjects of our
future work.
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