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Abstract
With the remarkable development of the Internet of

Things (IoT), the computation demands from IoT networks
are explosively increasing. Due to the lack of computing
resources, edge computing has recently become a good
choice for enhancing the IoT performance, where the IoT
devices can offload their tasks to the edge server nodes. In
this framework, task offloading directly impacts the latency
of IoT tasks. Bulk data transfer is one of the most important
modules in task offloading, of which the performance can be
easily degraded by the unreliable wireless links of the IoT
devices. However, the existing works either under-utilize the
spectrum or cannot guarantee the multi-task priorities. To
achieve a good trade-off between the transmission efficiency
and multi-task priorities, in this paper, we propose a priority-
guaranteed and rapid approach for bulk data transfer. By
considering link qualities and priorities in the organization
of the transfer buffer, we can 1) fully exploit the wireless
spectrum and 2) strictly guarantee the multi-task priorities.
We conduct simulation experiments and compared the
performance with the state-of-the-art works. The results
show that our work improves the transmission efficiency
while guaranteeing the multi-task priorities.

1 Introduction
In recent years, the development of microelectronic

and low-power wireless technologies has enabled the rapid
development and scale-up of Internet-of-Things (IoT) net-
works [4]. Specifically, as the devices and applications
are explosively increasing, it becomes more and more
challenging to meet the computation demands of the IoT
networks [12, 32]. To deal with this problem, edge
computing emerges as a promising alternative to provide
additional computational resources for IoT networks [19,21].
In the Edge-for-IoT framework, the IoT devices usually are

lower-powered and energy-constrained, which becomes a
restriction for improving the performance of IoT network.
With edge severs deployed in the IoT network, there exists
an alternative method that the IoT devices can offload their
tasks to the edge computing servers, such that the task
efficiency can be improved and the energy of IoT devices
can be saved [1, 30, 33]. Task offloading, which plays an
essential role in edge computing for IoT, highly relies on
the efficiency of wireless task transfer. For the low-power
IoT devices, task transfer is even more important as its
performance can be degraded by the unreliable wireless links
of the low power radios [14, 34]. For example, the popular
IoT platform TelosB is equipped with the low-power radio
CC2420 [16] [28]. Its max radio power is 0dBm and can be
easily interfered by the environmental noise and inference.

Considering the increasing application demands, each IoT
device tend to have multiple tasks to offload and thus requires
transferring bulk data of these tasks to the edge servers.
There are some existing works on bulk data transfer that can
be employed in task offloading [7, 17, 24]. In these works,
the data object is divided into small pages, each of which
consists of a number of packets. Meanwhile, time is sliced
into slots and the slot length is just enough be used to transfer
one page. Each device operates in three modes:transmission
(T slot), reception (R slot) and sleep (S slot), and each mode
only continues for one time slot [7,17,24]. One of the major
limitations for these works is the time slots cannot be fully
utilized when there are retransmissions (analyzed in Section
2 on lossy links. To deal with problem, Zhao et al. [31]
proposed out-of-order transmissions for bulk data transfer
(ULTRA). By inserting as many packets as possible in each
page, the time slots can be fully utilized.

While this approach achieves good performance for
bulk data transfer in general cases, it cannot well support
the transfer of multiple tasks. The reason is that IoT
tasks often have strict priorities [15] which require the
high-priority tasks to be delivered earlier than the low-
priority tasks. ULTRA, although achieving good overall
performance, cannot guarantee such priorities due to its out-
of-order transmissions. We can also consider transferring
these tasks separately, however, the overall transmission
performance will be largely degraded due to the fragmented
packet organizations. As a result, there exists a tradeoff
between the overall transmission efficiency and priority
guarantee. To achieve a good tradeoff, we propose a fastInternational Conference on Embedded Wireless 

Systems and Networks (EWSN) 2019 
25–27 February, Beijing, China 
© 2019 Copyright is held by the authors. 
Permission is granted for indexing in the ACM Digital Library 
ISBN: 978-0-9949886-3-8

318



and priority-guaranteed approach of bulk data transfer for
task offloading in Edge-for-IoT networks. 1) By organizing
pages according to the priorities of tasks and the packet loss
rate, we guarantee the task priorities. 2) By fulfilling every
transmission slot as full as possible, we improve overall
transmission performance (under the guarantee of priorities)
Compared to the existing works, our approach can find a
good tradeoff between priorities and overall transmission
efficiency. We conduct simulation experiments and the
results show that the proposed work improves the transfer
efficiency compared to the conventional schemes, while
guaranteeing the task priorities. The major contributions of
this paper are summarized as follows.

• We propose a novel transmission scheme for bulk data
transfer which considers both transmission efficiency
and taks priorities.

• Based on the scheme, we propose a protocol which
organizes pages during the task transfer, guaranteeing
the task priorities.

• We conduct simulation experiments to study the per-
formance of the proposed scheme. The results show
that the scheme achieves fewer transmission rounds and
guarantees task priorities.

The rest of the paper is organized as follows. Section
2 reviews the related works. Section 3 presents the main
design of the proposed work. The simulations and evaluation
analysis are given in Section 4. Section 5 concludes this
work.

2 Related Work
Bulk data transfer has been one of the most important

problems in low-power wireless networks and has attract-
ed increasing research attention as the paradigm of edge
computing emerges recently. There are a large number
of existing studies about bulk data transfer, which can be
roughly divided into two categories: structureless protocols
and structured protocols.

Structureless protocols [3, 8, 9, 26, 29] include Deluge,
MNP and ECD. These protocols implement reliable trans-
mission mainly through employing three-way handshake and
NACKs [2, 11, 13]. By dividing a data object into small
data pages, the multi-hop pipelining is enabled. Deluge is
the default transfer protocol in TinyOS [10], which transfers
the data objects page by page. Deluge randomly selects
forwarders, which can bring broadcast storm problem [25].
For improving Deluge, both MNP and ECD propose sender
selection algorithms to avoid broadcast storm problem.
Furthermore, When a node fails in the sender contention
phase, MNP will turn off the node’s radio for a better
performance, which is called sleep scheduling. ECD reaches
a better performance through adjusting the packet size
dynamically. There are also other schemes which employ
rateless coding to enhance the transfer efficiency [5,6,20,27].
However, structureless protocols heavily rely on the quality
of links, so that they are not as suitable for dense network as
structured protocols.

Structured protocols: In structured protocols, the network
is formed in structures which consists two kinds of network
nodes: core nodes and non-core nodes. After the topology

structure is established, the sink first transfers the data object
to all the core nodes, then each core node transfers the
data object to all its neighboring non-core nodes. One of
the structured protocols Sprinkler [18], requires geography
information and then establishes a minimum connected dom-
inating set (MCDS), which reduces transferring overhead by
minimizing the number of core nodes. CoCo [23], is a recent
structured protocol established on the sleep scheduling
considering link correlation [22, 35]. The advantage of
CoCo is that CoCo comprehensively considers the link
characteristics before the topology structure is established.
Another recent study aims at reducing the retransmissions,
called ULTRA [31]. In ULTRA, a sender always tries to
send packets as many as possible to its child nodes. By
using disordered packets from multiple data objects to fulfill
the transmission slots continuously, the data object can be
pumped into the network as soon as possible.

Although ULTRA has an outstanding performance in the
aspect of reducing transmission rounds, it neglects the object
priorities. By simply fulfilling the unfull transmission slots,
UlTRA may interrupt the task priorities, where the high
priority objects can be delivered later than those with low
priorities. In this case, the low priority objects have taken
over some transmission rounds of high priority data object
accidentally, thus the latency of high priority data objects
may exceeds the deadline. This shortcoming of ULTRA
motivates us to combine the task priorities and transmission
efficiency into the bulk data transfer.

Figure 1. The main framework.

3 Main Design
In this section, we present our main design. We first

introduce the framework of our transmission scheme, and
then present the page organization details.

3.1 Overview
In our proposed scheme, as we can see in Figure 1,

firstly, the sender sorts all the tasks needed to be offloaded
according to the task priorities, and then divides those tasks
into pages. In every transfer slots (T-slot), the sender only
transfers one page. After receiving the page, the receiver will
reply the sender a REQ which includes a bitmap indicating
the reception situation of every packets in the page. Until
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Figure 2. Illustration of our transfer scheme.

the T-slot to transfer the last page of the task, the sender
fulfill the following pages by using the packets needed to be
retransferred according to the previous REQs and the priority
of the task.

Figure 2 illustrates our transfer scheme briefly. As we
can see, Task 1 consists of 4 packets with a high priority,
while task 2 consists of 8 packets with a low priority. In the
first transmission round, the sender sends one page which
consists of 4 packets to the receiver. However, the packet
#2 has lost unfortunately. Considering the priority of task
1 and the packet loss rate, the sender sends the page which
consists of two packets (#2) and two packets of task 2, in the
second transmission round. Meanwhile, we can notice that
although one of the two #2 packets of task 1 is lost again,
task 1 has been still offloaded successfully. Then in the last
transmission round, because of the low priority of task 2, the
sender just simply retransferred the lost packets, instead of
adding extra packets of those loss into the page. The above
process shows how we deal with the high-priority tasks in
the proposed scheme.

3.2 Page Organization
In this section, we will introduce how the data pages in

our transfer scheme are organized. Then we present the
algorithm of organizing a page.

Each page generally consists of several packets. The
number of packets in per page is constant due to that the
length of transmission slots is constant, When the sender
needs to organize a page for sending, there are three different
cases as follows. 1) The number of packets remaining in
the current task is larger than the page size; 2) The number
of packets remaining in the current task is smaller than
the page size, but some packets of current task need to be
retransferred; 3) Among the remaining packets, some need to
be retransferred and the other packets are from the next task.
For different cases, there are different methods of organizing
pages. In the first case, we sequentially choose the packets
of the current task to fulfill the slot. In the second case, we
choose all of the remaining packets to constitute the front
part of the slot, and then fulfill the remaining slot by the
packets to be retransferred. In the third case, we choose the

packets to be retransferred to constitute the page. If there
are not enough packets for an entire slot, we add the same
packets several times in the slot according to the packet loss
rate. If that still cannot fulfill the slot, we choose the packets
from the next task to fulfill that slot.

Algorithm 1 shows the details about the page organiza-
tion. The input is the packet number of task t, nt , the packet
number of per page np, the packets set of task t, Pt , the
packet loss rate r, the priority of current task p. The output
is the packet set Pp of the current slot. This Algorithm can
be divided into two parts: the first part simply uses the task
packets to fulfill slots sequentially until the rest packets of
task cannot fulfill a slot; the second part uses the retransfer
packets and the next task packets to fulfill the transmission
slot according to our strategy.

First part(Line 1-4): First of all, We figure out how many
full pages can the task be divided into, which is n. n is
determined by the task packets number nt and the packets
number of per page np, through n = f loor(nt/np).(Line
1) After that, algorithm just simply divides the front n*np
packets of current task into n pages. and then outputs and
sends those n pages.

Second part(line 5-19): We first add the remaining
packets of the current task into the slot, which are not enough
yet to fulfill a transmission slot. After that, if the task is in a
high priority and there are packets needed to be retransferred
according to the REQs, we add each packet-to-retransmit
into the slot by f times(Line 9), until all the retransferred
packets are retransferred successfully. f is determined by
the packet loss rate r, through f = ceil(1/(1− r)) (Line 7).
Until there are not retransferred packets and the slot is unfull,
we add the packets of next task into the slot (Line 11). If the
task is with a low priority and there are packets need to be
retransferred, we add these packets-to-retransmit into the slot
(Line 16). In the same way, until there are not any packets to
be retransferred, we add the packets of next task into the slot
(Line 18).

4 Simulation
In this section, a simulation experiment is provided to

verify the validity of our transfer scheme. We first introduce
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(c) Task 2

Figure 3. The mean transfer times of tasks in different transfer schemes

Algorithm 1: The Page Organization Algorithm

Input : Task packets number nt , packets number of per page np, task
packets set Pt , loss packet rate r, the priority of current task p

Output: Packets set Pp of one page

1 n = f loor(nt/np) // Round down to get the page number
2 for i = 0; i < n; i++ do
3 Pp ⇐ Pt [i∗np,(i+1)∗np];
4 return Send Pp and clear Pp

5 while (Pt �= φ)and there are not packet needed be retransferred do
6 Pp ⇐ rest of Pt if p == high then
7 f = ceil(1/(1− r)) //Retransfer a same packet f times

while Pp not full do
8 if There are packets need to be retransferred then
9 Pp ⇐ f∗ a retransfer packet // add f same

retransfer packets

10 else
11 Pp ⇐ a packet of next packet

12 return Send Pp and clear Pp

13 if p == low then
14 while Pp not full do
15 if There are packets need to be retransferred then
16 Pp ⇐ a retransfer packet

17 else
18 Pp ⇐ a packet of next packet

19 return Send Pp and clear Pp

the simulation setup, then present and analyze the simulation
results.

4.1 Simulation Setup
We assume that the sender has two tasks to offload.

Task 1 consists of 10 packets with a high priority. Task 2
consists of 50 packets with a low priority. Each slot contains
five packets. Our transfer scheme is compared with two
different transfer schemes: strictly sequential scheme (which
transmits the packets of the next page until the current page
is fully delivered) and ULTRA [31] transfer scheme.

• The strictly sequential scheme: The sender sends data
objects sequentially in pages, and when receiving a
REQ, the sender retransfers the lost packets at the next
slot. The sender will not send packets of the next page
until the current page is fully delivered.

• ULTRA transfer scheme: The sender sends tasks
following the page sequences. When a page is unfull,
the sender uses packets-to-retransmit to fulfill the slot.
If the packets need-to-retransmit can not fulfill the page,
the sender uses packets of the next task.

We set different packet loss rates and evaluate the perfor-
mance of different transferring schemes. We record the mean
number of transmissions for the two tasks with different
schemes and the total number of transmissions needed
at different packet loss rates. The fewer transmissions
consumed during the bulk data transfer, the higher energy
efficiency it achieves.

4.2 Simulation Results
As shown in Figure 3, we can see the mean transfer round-

s of offloading tasks by using different transfer schemes
at different loss packet rates. From the figure we can see
that, with the increasing packet loss rate, the mean transfer
rounds increase greatly for all schemes. Specifically, in
Figure 3(a), we can see that there is not an apparent gap
between our transfer scheme and ULTRA in transferring the
total two tasks, but both of them outperform the strictly
sequential scheme, especially when the packet loss rate
reaches a high level. The main reason is that both our
transfer scheme and ULTRA fulfill every transmission slot,
so that the utilization of every page can be improved and the
total transmissions can be reduced. But when we turn our
eyes to the task 1 which is with a high priority, we can see
our transfer scheme has a better performance than the other
two schemes in Figure 3(b) as task 1 finishes earlier in the
proposed work. This is because our transfer scheme tends to
priorly retransfer the lost packets from the high priority for
ensuring that the high priority lost packets can be received
successfully as soon as possible. Thus we can ensure that the
high priority tasks can be offloaded as soon as possible. The
strict priority sacrifices some transmission rounds of task 2
as its packets are postponed to the later slots. In Figure 3(c),
we can see that our scheme has slightly more transfer rounds
than ULTRA in offloading task 2, but still far smaller than
the strictly sequential scheme.

Considering IoT devices also are energy-constrained,
we evaluate the energy consumption in transferring by
accounting the mean packet number needed to be transferred.
As we can see in Figure 4, with increasing packet loss rate,
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Figure 4. The mean transfer packets number in different transfer scheme

the total number of transmissions for all schemes increase
greatly. However, all the schemes transfer the two tasks with
similar transmission counts when packet loss rate is constant.
For ULTRA and strictly sequential scheme, the reason is that
both of them retransfer a packet once in one transfer slot until
the packet is successfully delivered. Thus the sum of packets
needed to be transferred is approximately equal for the two
transfer schemes. For our transfer scheme, the reason is that
we determine the number of retransmissions for the same lost
packet in one transmission slot by calculating the expected
number of transmissions required by the link. As a result,
our transfer scheme is more likely to successfully deliver the
lost packets in fewer transfer slots, and thus there is not extra
energy consumption compared to ULTRA and conventional
transfer schemes.

The simulation results show that our transfer scheme
achieves a better tradeoff between task priorities and trans-
mission efficiency without introducing extra energy con-
sumption, while ULTRA fails to guarantee the priorities and
the strictly sequential scheme wastes too many transmission
rounds.

Discussion. Considering the ongoing trend on the mobile
edge computing, where the wireless nodes typically have
direct links to the edge servers, the need for multi-hop
transmissions may not exist in many scenarios. As a result,
the three-slot paradigm may be changed in these scenarios.
Our future work will focus on adapting our scheme to the
single-hop but high-density networks.

5 Conclusion
In this paper, we investigate the problem of bulk data

transferring for task offloading. We propose an novel scheme
that considers both priorities and transmission efficiency.

According to the task priorities and the time-varying packet
loss rate, the proposed scheme can organize transmissions
in each round with priority to high-priority task packets and
without strict packet-level orders. We conduct simulation
experiments to evaluate the performance of the proposed
transfer scheme and compare it to the existing works,
UlTRA and strictly sequential scheme. Simulation results
show that our proposed transfer scheme can achieve a good
tradeoff between task priorities and transmission efficiency,
without incurring extra energy consumption. The problem
is that it might cause more transfer delay for low priority
tasks compared to ULTRA. Our future work will focus
on adapting our scheme to the single-hop but high-density
networks, which is the more typical scenario in wireless edge
computing.
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