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Abstract
Concurrent transmission (CT) is widely used to increase

the throughput of various data transmissions in wireless net-
works, such as bulk data dissemination and high-rate data
collection. In CT, besides the possible data frame collision
at receivers, we observe that acknowledgement (ACK) col-
lision at senders can significantly diminish concurrency op-
portunities.

In this paper, to avoid the potential ACK collision in
CT, we propose ALIGNER which develops a new transmis-
sion pattern to coordinate concurrent senders in distributed
manner. To avoid the collision between ACKs and data
frames, we align the end of the data frames concurrently
transmitted by several senders. ALIGNER adopts a tailor-
made metrics to analyze the throughput benefit of concurrent
transmission for data collection protocols. We have imple-
mented ALIGNER in TinyOS and conducted extensive ex-
periments on a real testbed. Experimental results show that
ALIGNER can significantly increase the concurrency oppor-
tunities compared with the state-of-the-art CT methods.
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1 Introduction
The fast development of Internet-of-Things (IoT) [1]

boosts the explosive growth of energy-constrained wireless
devices. Low power wireless networks [33] becomes a ma-
jor approach to connect the numerous devices into the In-

ternet. Lora [39] and SigFox [38] can provide long-range
wireless communication with infrastructure mode. A client
device connect to Internet through a gateway. The data rate
of a client is usually very low to ensure energy efficiency and
extend the lifetime. Meanwhile, ad-hoc wireless networks
(e.g., wireless sensor/mesh networks) is an alternative way
to achieve large scale and low power IoT deployment. The
inherent data rate is relatively larger than LoRa. However,
it is difficult to achieve high network throughput due to the
long back-off time incurred by severe signal interference.

Concurrent transmission (CT) is a promissing apporach to
increase network throughput of various data transmissions,
such as bulk data dissemination [43] [44] [41][36] and high-
rate data collection [25][26][11]. CT measures data delivery
performance of each link under mutual interference1 , then
exploits potential opportunities to concurrently transmit data
packets in the presence of “exposed terminal”. The effec-
tiveness of CT depends on the success of both data frame
delivery and acknowledgement (ACK) reception. Exist-
ing methods [36][24][25][41][37][26][11][23][3] capture the
successful CT opportunities by either measuring the bidirec-
tional link quality [25][11] or adopting delayed/windowed
response [6][36] to avoid ACK loss which cannot completely
avoid the ACK collision. However, the ACK collision prob-
lem can significantly diminish concurrency opportunities.

This problem gets worse in low power wireless networks
where nodes work in duty-cycled mode and each sender oc-
cupies the channel to transmit each data for a long time.
Take a widely used power management protocol, Low Power
Listening (LPL) [4] as illustrated in Figure 1, as an exam-
ple. In low power wireless networks, to transmit a packet,
a sender needs to continuously transmit the same packets
(called data frame) until the receiver’s ACK is received or
a pre-configured timer at the sender expires. A fixed time
interval between successive data frames is set to wait for
potentially oncoming ACK. The insistent channel access of
LPL increases the probability of mutual interference between
concurrent senders, bringing about severe negative effect on
ACK decoding. To assess the feasibility of concurrent trans-
mission, existing techniques have to suffer the disappointing
ACK reception so that miss potential opportunities that the

1Mutual interference denotes the transmission signal of concurrent

senders interferes with packet decoding at receivers and ACK decoding at
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Figure 1. The basic mechanism of packet transmission in
low power wireless sensor networks.

concurrently transmitted packets can be successfully deliv-
ered to receivers.

In this paper, we explore a new transmission pattern to
eliminate the effect of ACK collision problem in concurrent
transmission. The fundamental insight is that as long as con-
current senders can simultaneously complete their data frame
transmissions, the shared channel will be completely clear
during the subsequent short period. In that period, senders
can decode the arriving ACK(s) without suffering from the
mutual interference because all concurrent senders are wait-
ing for their receivers’ ACKs. To achieve this goal, we pro-
pose ALIGNER to coordinate the data transmissions of con-
current senders in distributed manner. ALIGNER can ac-
curately measure the time of each transmission phase (such
as transmitting preparation time, data frame on-air time, and
the processing time of each received data frame) between
two successive data frames. Once capturing a frame receiv-
ing event, ALIGNER immediately calculates the next data
frame’s transmitting time of the ongoing sender and aligns
its transmitting time with the ongoing one. As a result,
two senders will simultaneously complete their data frame
transmissions. Moreover, we employ a tailor-made metric
which was proposed in COF [25] to analyze the feasibility
of concurrent transmission. We implemented ALIGNER in
TinyOS-2.1.1 [22] and evaluated its performance through ex-
tensive indoor testbed experiments.

Overall, this paper makes the following contributions:

• We propose a new concurrent transmission pattern,
ALIGNER, to avoid the potential ACK collision in CT.
As far as we know, this is the first practical and effective
method for fully avoiding ACK collision in concurrent
transmission (Section 3).

• By eliminating the effect of mutual interference on
ACK decoding, we develop enhanced metrics to an-
alyze the feasibility of concurrent transmission (Sec-
tion 4).

• We have implemented ALIGNER in TinyOS-2.1.1 [22],
and integrated it with data forwarding protocols (CTP
[13] and LPL [33]). The extensive indoor testbed eval-
uation results demonstrate that ALIGNER can signifi-
cantly improve transmission opportunities (Section 6).

This paper is organized as follows. In Section 2 we
present the empirical studies to justify the necessity of
ALIGNER. The detailed design of ALIGNER is presented
in Section 3. We further employ tailor-made metrics to an-
alyze the feasibility of concurrent transmission in Section 4.
The implementation problems and evaluation results are pre-
sented in Section 5 and 6, respectively. Section 7 discusses
the related work. We conclude this paper in Section 8.
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Figure 2. Indoor testbed with 50 Telosb nodes deployed
on our 40ˆ70m2 office. The red node denotes sink node.

2 Empirical Study
In this section, we conduct empirical studies to demon-

strate that:

• ACK collision can seriously diminish transmission op-
portunities in CT.

• The simultaneous completion of senders’ data frame
transmissions can fully eliminate the effect of mutual
interference on ACK decoding.

2.1 Low Power Listening
As illustrated by Figure 1, low power listening (LPL) is

a common MAC-layer technique for reducing energy con-
sumption in low power wireless ad-hoc networks. With LPL,
nodes asynchronously and periodically wake up to sample
wireless channel to detect activity. In a low power ad-hoc
network with extremely low traffic, LPL can make sensor
nodes keep in silent state as much as possible for saving
energy. While in burst traffic scenario and dynamic envi-
ronment, LPL can provide much reliable data delivery ser-
vice compared with Low Power Probing (LPP) [9] mecha-
nism. Furthermore, LPL can be seamlessly adopted by var-
ious types of data forwarding protocols, such as determinis-
tic [13] and opportunistic [21] forwarding protocols. Up to
now, LPL has been widely adopted in practically deployed
wireless sensor networks [30][10][29]. However, by adopt-
ing LPL to transmit a packet, since the wakeup schedule is
usually asynchronous, a sender will keep occupying wireless
channel until its packet is successfully delivered. If a neigh-
boring node also has packet to transmit at this time, it should
keep radio on to repeat the same carrier sense-defer process.

2.2 Quantification of Exposed Terminals
In this section, we first quantify the proportion of sup-

pressed opportunities of concurrent transmission in exposed
terminals. On this basis, we further show the effect of ACK
collision on turning exposed terminal into transmission op-
portunities.

We conduct experiments to test the performance of data
forwarding (denoted as DF) protocol in an indoor testbed
with 50 Telosb nodes as illustrated by Figure 2. These nodes
are controlled by a central computer through wireline con-
nections. The performance of DF is evaluated by using the
standard open source code of CTP [13]. CTP is built upon
LPL.

For each experiment, we randomly select two nodes as
senders by restricting that the two are within the carrier sense
range of each other. The selected senders will immediately
generate a new packet to transmit once the previous one has
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Figure 3. Different scenarios of data forwarding (a, b,
and c).
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(a) Quantified exposed terminals
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Zone 1

Zone 2

(b) Effect of ACK collision

Figure 4. The quantified exposed terminals in determin-
istic data forwarding (a) and the effect of ACK collision
on harnessing exposed terminal (b).

been successfully delivered. Each of the rest of network
nodes generates a packet every 10 minutes. Except that sink
node’s radio is set to always on, all other nodes are set to
wake up every 512ms. The selected senders and their cor-
responding receivers form different structures as shown in
Figure 3. Figure 3(a) denotes each sender’s receiver is not
interfered by the other sender, Figure 3(b) presents the oppo-
site case, and Figure 3(c) denotes only one sender’s receiver
is interfered by the other sender. For each experiment, we
repeat it by setting the two selected senders’ network param-
eter configuration to each of the following four cases:

• Enabled CSMA and ACK required mechanism (marked
as csma ack): Contention-based forwarding;

• Disabled CSMA and ACK required mechanism (noc-
sma ack): In concurrent transmission, a sender will not gen-
erate a new packet until the previous one has been acknowl-
edged;

• Disabled CSMA and no ACK required mechanism (noc-
sma noack): In concurrent transmission, each data frame is
assigned with a different data sequence number (DSN) and
receivers are not required to reply ACK;

• Disabled CSMA and synchronized data frame transmis-
sion (nocsma syn ack): In concurrent transmission, senders
are synchronized to simultaneously complete their data
frame transmissions and receivers are required to reply ACK.
Central controller synchronizes senders’ data frame trans-
missions with negligible error.

Except for the two selected senders, the other nodes’
CSMA mechanism is enabled always. We repeat 150 exper-
iments by selecting different senders each time. By setting
the senders’ network parameter to each one of the above four
cases, each receiver removes duplicate packets and reports
the number of received packets to central computer through
wireline connection. According to the duration of each ex-
periment, we compute the average throughput (packets per

second that is marked as pkt{s) of the four cases and mark
them as Tcsma ack, Tnocsma ack, Tnocsma noack, and Tnocsma syn ack,
respectively. Then we further calculate the throughput gap
(T ET

gap) between csma ack and nocsma noack according to

TET
gap “ Tcsma ack ´ Tnocsma noack. (1)

The gap denotes throughput difference when CSMA is en-
abled and concurrent transmission is fully adopted in the
same experimental scenario. For the latter of Eqn. 1, the
effect of ACK collision on data delivery is completely elim-
inated because each sender immediately transmits the next
packet without waiting for the previous packet’s ACK. We
plot the CDF of the 150 T ET

gaps in Figure 4(a). As shown in
the figure, to transmit packet by disabling the CSMA mech-
anism and completely eliminating the effect of ACK colli-
sion on data delivery, a great portion of transmissions can
achieve higher throughput (see the minus shaded zones of
Figure 4(a)) than the case with CSMA-enabled. It means
there are many data transmissions (i.e. 49% in this experi-
ment) suffering from exposed terminal problem.

The experimental results indicate there are still great
potential opportunities for concurrent transmission in low
power ad-hoc networks. Existing concurrent transmission
approaches [25][36][11] only harness a very limited part of
exposed terminals because they require both packet delivery
and ACK reception are likely to succeed. However, if con-
current senders interfere with each other, existing approaches
fail to exploit these opportunities. As a matter of fact, suc-
cessful packet delivery is the ultimate aim of forwarding pro-
tocol, and an ACK is just a sign of successful data deliv-
ery. Retransmission caused by ACK loss directly hurts per-
formance and will pay a big price to recover it. Next, we
quantify the effect of ACK collision on performance, and
discuss the feasibility of ACK collision avoidance in concur-
rent transmission for low power ad-hoc networks.

2.3 Effect of ACK Collision on Harnessing
Exposed Terminals

For each experimental scenario corresponding to the mi-
nus shaded zones of Figure 4(a), we use two additional
experimental results (nocsma ack and nocsma syn ack) to
further calculate the throughput gap, T noACK

gap , between
nocsma noack and nocsma ack, and the throughput gap,

T synACK
gap , between nocsma syn ack and nocsma ack accord-

ing to the following two formulas,

TnoACK
gap “ Tnocsma noack ´ Tnocsma ack,

TsynACK
gap “ Tnocsma syn ack ´ Tnocsma ack,

where TnoACK
gap denotes the throughput improvement by com-

pletely eliminating the effect of ACK collision on data de-

livery in concurrent transmission, and TsynACK
gap denotes the

throughput improvement by eliminating the effect of mu-
tual interference on ACK decoding in concurrent transmis-
sion. We plot the CDF of computed TnoACK

gap s (marked as

without ACK) and TsynACK
gap s (marked as synchronized ACK)

in Figure 4(b).
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spanfixedT _

spanfixedT _

spanfixedT _

Figure 5. Overview design of ALIGNER. A and B are
within the carrier sense of each other. C and D are their
potential receivers respectively. By synchronizing, B and
A simultaneously complete their data frame transmis-
sion.

As shown in the figures, the vast majority of potential
concurrent transmission opportunities suffer from ACK col-
lision resulting from mutual interference. By synchronizing
concurrent senders’ data frame transmission to eliminate the
effect of mutual interference on ACK decoding, compared
with existing concurrent transmission strategies (with the
same network parameter of nocsma ack), there are more than
95% exposed terminals which can be fully turned into trans-
mission opportunities. By synchronizing concurrent trans-
mission (nocsma syn ack), the effectiveness of harnessing
exposed terminals is significantly improved, which is visu-
ally expressed as the green dash area (Zone 1).

Note that except for the mutual interference, there is an-
other factor affecting ACK decoding at concurrent senders:
ACK loss due to the collision of multiple incoming ACKs
or the burstness of wireless link. Hence, when concurrent
transmission protocol is not required to acknowledge each
received packet (nocsma noack), it can achieve the opti-
mal throughput compared with both nocsma ack and noc-
sma syn ack. The gap between nocsma noack and noc-
sma syn ack denotes the effect of the second factor on ACK
decoding (see Zone 2 in Figure 4(b)). Zone 2 is smaller than
Zone 1 because the probability that multiple ACKs simulta-
neously arrive at the senders in low power ad-hoc networks
is extremely small.

The empirical studies shed light on the existence of great
potential transmission opportunities in the presence of ex-
posed terminals and the serious effect of ACK collision on
turning exposed terminals into transmission opportunities.
Furthermore, the experimental results provide key insights
we use to address this problem: synchronized concurrent
transmission for simultaneously completing senders’ data
frame transmissions can effectively eliminate the effect of
mutual interference on ACK decoding. Additionally, the re-
sults prompt us to further resolve ACK collision when mul-
tiple ACKs arrive at senders simultaneously. In the next sec-
tion, we introduce the detailed design of ALIGNER to har-
ness exposed terminals for data forwarding protocols.

InRadiotxT _

syncheckT _

spanfixedT _

air_onT

capTSFDT

InRadioxT _r

1T 2T

concurrentT

timertxT _

nowT

Figure 6. Zooming in to the events timeline of synchro-
nization process in ALIGNER. By capturing the SFD in-
terruption at TSFD and frame receiving event at Tcap, B
calculates T2 that A will transmit the next data frame.

3 Design of ALIGNER
In this section, we first give an overview of ALIGNER.

Then, we introduce the detailed design of ALIGNER.

3.1 Design Overview
The overview of ALIGNER is illustrated in Figure 5.

Node A and B are within the carrier sense range of each other.
They are transmitting packet to C and D, respectively. When
B overhears a data frame from A, it first confirms whether
concurrent transmission is benefit according to an enhanced
forwarding metric introduced in Section 4. If concurrent
transmission is benefit for network performance, by check-
ing the data frame size of A and itself, B synchronizes the
schedule of its own data frame transmission to A, namely
they simultaneously complete their data frame transmissions.

When the schedule of data frame transmission is deter-
mined, B periodically transmits the same data frame until D’s
acknowledgement (ACK) is received. The cycle of each data
frame transmission is set to a fixed time span (Tf ixed span) in
ALIGNER. By repeatedly transmitting the same data frame,
B disables CSMA mechanism to guarantee invariable time
span between two successive data frame transmissions.

When two concurrent senders simultaneously complete
their data frame transmissions, in the following time (a few
milliseconds), the senders will not interfere with each other
because both of them are “silent” to wait for the potentially
oncoming ACK(s). During the interference-free period as
shown in Figure 5, A successfully decodes an ACK replied
by C. When A completes its data forwarding, B continues
to forward its data frame according to the pre-set data frame
span and disables CSMA mechanism until D receives its data
frame and replies an ACK to B.

By adopting ALIGNER, a new sender should overhear a
full data frame from ongoing sender to make a correct trans-
mission decision. Compared with traditional data forward-
ing mechanism, if the shared channel is not free, rather than
keeping radio on and repeating the same carrier sense-defer
process to obtain access to the channel, a new sender can de-
cide whether it can quickly access the busy channel once it
overhears an ongoing data frame. Compared with the energy
consumption for idle waiting, the slight energy consumption
for overhearing an ongoing data frame is cost-effective. In
the following section, we present the design of ALIGNER in
detail.
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3.2 Synchronization Principle
The detailed events timeline of synchronization process is

given in Figure 6. A is the ongoing sender. Tf ixed span equals
the time span between two successive STXON strobes corre-
sponding to T1 and T2, respectively. STXON strobe is hard-
ware instruction to start data transmission. In this period,
A first triggers STXON at T1 to start data frame transmis-
sion. After a fixed period of time (Ttx InRadio), the signals
of data frame are emitted by antenna. During the period of
Ttx InRadio, bit stream of the data frame is continuously en-
coded and modulated. The data frame transmission will last
for a certain time, which is called data frame on-air time and
denoted as Ton air.

In the meantime, B demodulates and decodes the arriving
signals. As shown by Figure 7, in receive mode, SFD pin
of radio chip [17] goes high after the start of frame delim-
iter (SFD) field has been completely received. SFD pin goes
low again only after the last byte of data frame has been re-
ceived. Hence, in Figure 6, when A finishes the transmission
of the last byte, B (almost) simultaneously generates SFD
interrupt at TSFD. By successfully decoding the data frame
and conducting the CRC verification, after almost a fixed pe-
riod of time (marked as Trx InRadio in the figure), network sys-
tem signals a data frame reception event at time point Tcap.
By capturing the event, ALIGNER uses the collected infor-
mation to analyze the feasibility of concurrent transmission
according to the metric presented in Section 4. The analyt-
ical time is marked as Tcheck syn . If network performance
cannot get benefit from concurrent transmission, B defers
the transmission of pending packet and repeats the carrier
sense-defer process. Otherwise, ALIGNER grabs the cur-
rent time (marked as Tnow) and calculates the time of the
next data frame transmission (marked as Tconcurrent ), which
is introduced in the next section in detail. Then, it immedi-
ately activates a Tx Timer (as shown in Figure 6). The timer
will fire at Tconcurrent . We mark the timer interval from Tnow
to Tconcurrent as Ttx timer. When Tx Timer expires, B immedi-
ately triggers STXON strobe to concurrently transmit its data
frame with A. Because ALIGNER disables CSMA mecha-
nism in repeatedly transmitting the same data frame, both A
and B will simultaneously complete their data frame trans-
missions, even though their data frames may be in different
sizes. Hence, the timeline can be divided into five successive
parts: Ttx InRadio, Ton air, Trx InRadio, Tcheck syn, and Ttx timer.
Because capturing SFD signal is generic approach for vari-
ous wireless communication, the strategy mentioned above
for accurate timing is easy to accomplish and applicable to
various application scenarios.

3.3 Data Frame Synchronization
As illustrated in Figure 6, by capturing SFD interruption

at TSFD and subsequently obtaining the successful packet
reception event at Tcap, as a deferred sender, B knows the
ID of the ongoing sender and the size (marked as m Bytes)
of the corresponding packet. Taking TSFD as the reference
time, ALIGNER firsts calculates the relative time of T1.
Then, according to the fixed cycle of data frame transmis-
sion, ALIGNER further calculates the relative time of the
next STXON strobe triggering time T2. Finally, by consid-
ering the difference of packet size of A and B, ALIGNER

Figure 7. SFD pin activity examples during transmit and
receive in CC2420.

schedules B’s STXON strobe triggering time in order to let
them simultaneously complete data frame transmissions.

Relative time of T1. The time span between T1 and
TSFD can be divided into two parts: Ttx InRadio and Ton air.
Ttx InRadio is the time span from triggering a transmitting
command strobe to the time point when the first bit is be-
gin to be emitted by antenna. Ttx InRadio is a constant for
each sensor node. In the widely applied radio chip CC2420
[17], Ttx InRadio is equivalent to 12 symbols period as shown
in Figure 7. Ton air is determined by packet size (m Bytes)
and radio data rate π (kbps). As shown in Figure 7, the packet
contains the MAC protocol data unit, preamble header, SFD
byte and length byte. Then, the on-air time of A’s data frame
can be expressed as

Ton air “ 8m
π

ms. (2)

Note that the precision of existing timer in sensor node can
be less than millisecond. For example, the precision of
Telosb [40] node is jiffy which is equal to one thirty-second
ms. Hence, Tgap f rame can be accurately expressed as

Ton air “ 256m
π

jiffy.

Then, we compute the relative time of T1 corresponding to
the reference time TSFD by

T1 “ TSFD ´ Ton air ´ Ttx InRadio. (3)

Relative time of T2. Based on the relative time of the
previous STXON strobe triggered by A, ALIGNER further
calculates the relative time for triggering the next STXON
strobe. Because the time interval between two successive
STXON strobes is constant in ALIGNER, T2 can be directly
expressed as

T2 “ T1 ` Tf ixed span

“ TSFD ´ Ton air ´ Ttx InRadio ` Tf ixed span.
(4)

Scheduled transmitting time. By analyzing the fea-
sibility of concurrent transmission and computing the time
point of A’s next STXON strobe time, B should first calcu-
late the on-air time gap, Tgap f rame, between on-air time of
both A’s and B’s data frames. For simplicity, we mark the
packet size of B as n Bytes. Then, Tgap f rame is calculated by

Tgap f rame “ pn ´ mq ˆ 8

π
ms, (5)

122



that equals
pn´mqˆ256

π jiffies. If Tgap f rame is positive, which
means B’s data frame size is larger than that of A, B
should trigger its transmitting strobe ahead of A by Tgap f rame
ms. Otherwise, later than A by Tgap f rame ms. Hence, B
should trigger its packet transmitting strobe at the time point
Tconcurrent that can be expressed as

Tconcurrent “ T2 ´ Tgap f rame. (6)

By getting to know the time of triggering the STXON
strobe of itself’s data frame, B should activate a transmission
timer (marked as Tx Timer in Figure 6) to expire at Tconcurrent .
By grabbing the current time Tnow, ALIGNER calculates the
timer interval Ttx timer according to

Ttx timer “ Tconcurrent ´ Tnow. (7)

Once the timer expires, B should immediately trigger
STXON strobe to transmit its data frame. Then, node A and
B will concurrently transmit their data frames and simulta-
neously complete their transmissions. Note that ALIGNER
exploits the captured SFD signal to achieve synchronization
between neighboring senders. By getting the time of SFD
signals of neighboring sender’s data frame, ALIGNER can
synchronize them immediately. Hence, the clocks drift be-
tween neighboring nodes can not affect the accuracy of tem-
porary synchronization.

4 Concurrent Transmission Metrics
As mentioned above, if a sender has packet to transmit

while the channel is busy, once it hears a data frame trans-
mitted by the ongoing sender and captures the data frame re-
ception event, it should analyze the feasibility of concurrent
transmission according the adopted metric. Based on the in-
herent ACK collision avoidance ability of ALIGNER, in this
section, we introduce an enhanced concurrent transmission
metrics for data forwarding protocols.

Intuitively, concurrent transmission metric is used to
quantify the benefit of concurrent transmission than forward-
ing in exclusive mode. In this paper, we define the benefit as
the instantaneous throughput improvement which was pro-
posed by COF [25]. To quantify the instantaneous through-
put of concurrent transmission, it is necessary to measure
each link’s success probability of packet delivery. Under the
condition of concurrent transmission, it is denoted as con-
ditional packet delivery ratio (cpdr) by COF. In this paper,
we will not introduce the mechanism of computing cpdr in
detail because ALIGNER works above the link estimation
layer and can use different link estimation modules.

Here, we define the cpdr as the probability, Pk
i, j, that re-

ceiver j can receive the packet transmitted by sender i when
neighbor k is concurrently transmitting. Pø

i, j denotes the link

quality from sender i to receiver j when there is no other on-
going sender. We assume each node has successfully mea-
sured the cpdr of each link. The introduction on how to com-
pute cpdr is explained in Appendix A in detail.

In data forwarding, A and B are within the carrier sense
range of each other. C is A’s parent node (receiver) and D
is B’s parent node. Then A can compute conditional bidirec-
tional link quality (CLQ) between A and C when B is concur-

Table 1. Several useful parameters of ALIGNER.
Time span value

Ttx InRadio 192 μs
Ton air [576, 4256]μs
Tf ixed span 8ms
Tturnaround 192μs
π 250kbps

rently transmitting according to

CLQB
A,C “ PB

A,C ˆ Pø
C,A. (8)

In the same way, B computes CLQA
B,D according to

CLQA
B,D “ PA

B,D ˆ Pø
D,B.

The computation of CLQ has considered the influence of
concurrent transmission on receivers’ data frame decoding,
but the ACK decoding at each concurrent senders is consid-
ered to be free from mutual interference. Because ALIGNER
can effectively eliminate the impact of mutual interference
on ACK decoding, it is sensible and reasonable to compute
CLQ with Pø

C,A (or Pø
D,B).

Then, the benefit, Tbene f it , of concurrent transmission for
node B can be computed according to

Tbene f itpB,Aq “ pCLQB
A,C `CLQA

B,Dq ´CLQø
A,C, (9)

where the former is the instantaneous throughput of both A
and B by concurrently transmitting, and the latter denotes the
instantaneous throughput of A when there is no concurrent
transmission. If Tbene f itpB,Aq satisfies the condition of

Tbene f itpB,Aq ą“ ω, (10)

B deems that it is better to concurrently transmit than to do
carrier sense and defer. ω is a compensation value for the
extra consumption (e.g., energy or extra transmission) of B’s
joining in. We will further discuss the impact of ω on perfor-
mance in Section 5.

5 Implementation of ALIGNER
We have implemented ALIGNER based on LPL [4] in

TinyOS-2.1.1 [22]. As we mentioned in Section 3 and 4,
several implementation details are further discussed in this
section, which include the determination of ALIGNER’s pa-
rameters for synchronization of data frame transmission, de-
termination of the value of ω, and the effect of synchroniza-
tion error on performance. To begin with, we give the sum-
mary of several system parameters of ALIGNER in Table 1.

5.1 Synchronization Parameters
As mentioned in Section 3, for ease of understanding, the

synchronization process has been divided into five consecu-
tive time spans: Ttx InRadio, Ton air, Trx InRadio, Tcheck syn, and
Ttx timer. While in fact, only Ttx InRadio and Ton air have been
used to compute the next data frame transmitting time. Note
that ALIGNER can accurately calculate Ton air by Eqn. 2
once ALIGNER successfully decodes the data frame of on-
going sender. Moreover, Ttx timer is a constant value. For ex-
ample, in CC2420 [17], the Ttx timer equals 12 symbols period
as shown in Figure 7. In other radio chips [16] [18], the value
of Ttx timer may be different due to the use of different coded
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Figure 8. Effect of ω on performance.

modulation technology, but the invariance property fits to all
radio chips.

In addition, although Trx InRadio is not directly used to
compute the data frame transmitting time, it is necessary to
measure its value for determining the accurate time stamp of
SFD falling edge as shown in Figure 7. The time interval
between TSFD and Tcap is almost invariant.

5.2 Determination of Compensation Value
In Eqn. 10, the weight ω is a compensation value for the

expected benefit of concurrent transmission. Generally, a
larger ω could reduce the opportunities for concurrent trans-
mission, but it also can reduce the retransmission rate be-
cause the concurrent senders can deliver their packets more
reliably. On the other hand, assigning a relatively small
value to ω could increase the transmission opportunities and
increase retransmission rate caused by data collision, may
leading to high transmission delay. Thus, assigning an ap-
propriate value to ω is important for achieving high network
performance, such as one-hop delay and retransmission rate.
To get the optimal value of ω for data forwarding protocols,
we conduct evaluations on the indoor testbed illustrated in
Figure 2. We plot the average retransmission count and av-
erage one hop delay corresponding to different setting of ω
in Figure 8. The experimental results plotted in the figures
indicate that 0.4 is the optimal value for data forwarding pro-
tocol.

5.3 Effect of Synchronization Error on Per-
formance

Note that the time stamp of SFD interruption (falling edge
at Figure 7) at a deferred sender (e.g., node B in Figure 6)
can accurately represent the specific time point when the on-
going sender (e.g., node A in Figure 6) will finish its data
frame transmission. In the implementation of ALIGNER,
the time interval of triggering data frame transmitting strobe
(Ttx InRadio) is predefined by system manager and is invari-
ant for all network nodes. Hence, the precision of system
timer is the only influence on the accuracy of synchroniza-
tion of ALIGNER. Taking our experimental platform as an
example, the highest achievable accuracy of system timer is
jiffy that is one thirty-second millisecond in the widely ap-
plied CC2420 radio chip. In this section, we conduct ex-
periments to measure the distribution of synchronization er-
ror in ALIGNER by using Telosb mote that equipped with

Table 2. CDF of synchronization error.
Synchronization error ď32μs ď64μs ď96μs

CDF 79% 97% 100%

CC2420.
As shown in Table 2, the synchronization error is dis-

tributed between 0 and 64μs. Note that TXRX turnaround
time period (Tturnaround) is a necessary period before reply-
ing an ACK by receiver. The TXRX turnaround time period
is significantly larger than the synchronization error even
though auto-ack mechanism is adopted by which the TXRX
turnaround time period is 192 μs. What’s more, ALIGNER
disables the auto-ack mechanism to achieve random back-off
of ACK, and the turnaround period can up to 2 ms. In our ex-
periments, the ACK loss caused by mutual interference due
to the synchronization error has never happened. We are con-
fident that this case will never happen if the turnaround pe-
riod is far larger than synchronization error.

6 Evaluation
In this section, we conduct extensive evaluations to test

the performance of ALIGNER from two aspects. First,
we demonstrate the efficiency of ALIGNER in Section 2.2.
Then, we evaluate the performance improvement of data for-
warding protocols by using ALIGNER and comparing with
the state-of-the-art concurrent transmission protocols in Sec-
tion 6.3.

6.1 Experimental Setting and Performance
Indicator

Our experiments are conducted in indoor testbeds with 50
Telosb nodes which are deployed on our 40ˆ70m2 office as
shown in Fig. 2. By setting different transmission power lev-
els (RF output power) to testbed networks, nodes automat-
ically form multi-hop networks with different densities and
topologies. All experiments are conducted in the 19th Zigbee
wireless channel which is overlapped with part of WiFi op-
erating frequency used by the office APs. All senders trans-
mit 80-byte data packets in the experiments. The wake-up
interval is set to 512ms. When a node wakes up, it has to
perform a Clear Channel Assessment (CCA) to assess chan-
nel condition. This period is a constant about 11 ms. During
this period, if sensor node detects a busy channel condition,
it extends its radio-on period to receive potential incoming
packets. The extended active period in TinyOS-2.1.1 is de-
faulted to 30 ms. Except 512ms, we have also evaluated the
effect of different wake-up intervals on performance. The ex-
perimental results show the same conclusion as 512ms. All
network nodes work in duty-cycled mode except sink node.
When a node wakes up, if the shared channel is clear and
the node has no data packet to transmit, it will keep in active
state for 11ms, and then it turns off radio and returns to sleep-
ing state. However, if it has data packet to transmit, it will
keep in listening state to occupy shared channel. After the
completion of data transmission, it returns to sleeping state
by turning off radio. Note that external interference could
cause node’s active state to be extended even if the disturbed
node has no data packet to transmit.

In the following sections, we use packet delivery ratio as
the indicator of network reliability. The energy consump-
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Figure 9. CDF of intra-node waiting time in experimental
scenario where nodes are free from external interference
(a) and suffer from the coexisting wireless interference
(b).

tion is measured by duty cycle, the portion of radio-on time,
as a platform-independent metric for energy efficiency. This
metric is a good proxy for power, because typical sensor plat-
forms have their power profile dominated by the radio chip
and transmitting and listening operations commonly have a
similar current draw. Besides, we use end-to-end delay to
express delivery latency. The delivery latency is defined as
the time duration from the time when a packet is put into the
sender’s transmission buffer to the time when the sink node
receives the packet.

6.2 Efficiency of ALIGNER
To demonstrate the efficiency of turning exposed termi-

nals into transmission opportunities by ALIGNER, we con-
duct experiments to reveal the performance gap between a
widely approved concurrent transmission approach for DF
protocol (denoted as DF-Typical) and DF-ALIGNER, and
the performance gap between DF-ALIGNER and the best
concurrent transmission approach (denoted as DF-Optimal)
which is with the highest harnessing ratio of exposed termi-
nals.

DF-Typical considers the ACK loss caused by mutual in-
terference when it harnesses exposed terminals, and it has
no synchronization mechanism and random back-off ACK
mechanism. On the contrary, DF-Optimal completely ig-
nores ACK loss during concurrent transmission (see below).
For each of these experiments, we design an intuitive and
controllable experimental scenario as shown in one of the
Figure 3(a-c). In each specific scenario, we test DF-Typical,
DF-ALIGNER, and DF-Optimal respectively. The wakeup
interval is set to 512ms. Each sender will randomly generate
a packet in its next wakeup interval once the previous packet
is successfully delivered. The selected four nodes are all con-
nected to a central computer to report each packet’s generat-
ing time at two senders and report the successful data deliv-
ery time, e.g, the ACK receipt time at senders for DF-Typical
and the data receipt time at receivers for DF-Optimal. Fur-
thermore, because DF-Optimal disables the ACK mecha-
nism, once a receiver receives a packet, the central computer
should immediately notify the corresponding sender so that
it can generate the next packet. The concurrent transmission
metric presented in Section 4 is used for them to construct
concurrent decision, but DF-Typical should further consider
the ACK loss caused by mutual interference in Equation 8.

Table 3. The harnessing ratio of exposed terminals.
Protocols DF-ALIGNER DF-Typical

Harnessing ratio 71% 34%

The network overhead for constructing concurrent decision
in the initial stage is filtered out from the experimental re-
sults.

6.2.1 Intra-node Waiting Time
For each scenario of Figure 3, we repeat the experiments

by changing the position of each node to construct various
possible cases in practical networks. By collecting the re-
ported intra-node waiting time of each packet, we plot the
CDF of them in Figure 9. As shown by Figure 9(a), the dis-
tribution of intra-node waiting time of DF-ALIGNER is ex-
tremely close to that of DF-Optimal. Note that DF-Optimal
can completely turn exposed terminals into transmission op-
portunities without suffering ACK loss or collision. The very
small performance gap indicates that ACK loss/collision in
DF-ALIGNER is rare. However, because DF-Typical should
further consider ACK collision resulted from mutual inter-
ference when it constructs the concurrent transmission deci-
sion, the harnessing ratio of exposed terminal is significantly
decreased compared with DF-Optimal and DF-ALIGNER.
Furthermore, in concurrent transmission, DF-Typical cannot
avoid the mutual interference on ACK collision. As shown
by the figure, the intra-node waiting time of DF-Typical is
1.9ˆ of DF-ALIGNER.

6.2.2 Impact of Network Dynamics
The experiments mentioned above are conducted in

interference-free environment. Moreover, we also conduct
these prototypes in indoor scenario using the 19th wireless
channel that is overlapped with WIFI. In this condition, we
conduct the same experiments mentioned above and collect
the recorded intra-node waiting time. By plotting the dis-
tribution of waiting time in Figure 9(b). As shown by the
figures, by suffering the external interference, the distribu-
tion of intra-node waiting time of ALIGNER varies little. It
is because although external interference has impact on data
frame decoding at receiver and ACK decoding at senders, it
does not deprive the transmission opportunities. In contrast,
DF-Typical cannot harness most of exposed terminals. If an
ongoing sender can not quickly deliver its packet due to data
collision caused by external interference, the deferred sender
should keep waiting so that the intra-node waiting time sig-
nificantly increases.

6.2.3 Harnessing Exposed Terminals
During the above experiments, each node also records:

when a new packet is generated, whether the wireless chan-
nel is occupied by another ongoing sender. If so, whether
it can concurrently transmit with the ongoing sender. Ac-
cording to the statistical data, we compute the exposed ter-
minal harnessing ratio and list them in Table 3. Because DF-
Typical should further consider the influence of mutual in-
terference on ACK decoding, most of the exposed terminals
cannot be turn into transmission opportunities. The statisti-
cal results indicate that by eliminating the mutual interfer-
ence on ACK decoding, ALIGNER can double (increased
by 1.05ˆ) the harnessing ratio of exposed terminals. The
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Figure 10. Performance of DF-ALIGNER, C-MAC, CMAP, and E-CSMA in a busy network where each node generates
a packet every 30 seconds.

Table 4. ACK collision ratio in concurrent transmission
by using ALIGNER and in non-concurrent transmission
by using BoX-MAC.

Experimental ACK collision ratio
setup Mean Minimum Maximum

Concurrent ALIGNER 0.92% 0.33% 1.63%
Non-concurrent BoX-MAC 0.75% 0.26% 1.33%

experimental results demonstrate that the effect of mutual
interference on ACK decoding has a significant impact on
harnessing exposed terminals.

6.2.4 ACK Collision Ratio
In this section, we conduct experiments to evaluate the

ACK collision ratio by adopting ALIGNER for concurrent
transmission. We randomly select two neighboring senders
to concurrently transmit data packets to their receivers. Both
the senders and receivers are all connected to the central
control via wireline. Receivers report the receipt time of
each data packet and the corresponding time of replying
an ACK to sender. By receiving an ACK, senders report
the receipt time of ACK to central control. For each pair
of sender and receiver, at least 500 data packets have been
transmitted. We also conduct experiment to test ACK colli-
sion ratio when senders adopt BoX-MAC [31] (an enhanced
LPL-based MAC protocol) to transmit data packet in non-
concurrent mode. If a receiver replies an ACK while the
corresponding sender can not receive it, we consider that an
ACK collision occurred. By selecting different senders and
receivers to repeat this experiment, we compute the ACK
collision ratio of each pair of sender and receiver by using
ALIGNER to achieve concurrent transmission.

As shown in Table 4, the mean (minimum and maxi-
mum) ACK collision ratio of ALIGNER is 0.92% (0.33%
and 1.63%), which is slightly higher than the mean ACK
collision ratio (0.75%) of BoX-MAC which transmits data
in non-concurrent mode. Compared with BoX-MAC, he ad-
ditional ACK collision ratio of ALIGNER, which is about
0.17%, is mainly caused by the collision of ACKs which
are simultaneously replied by different receivers. Compared
with the significantly improved harnessing ratio of exposed
terminals, the slightly increased ACK collision has little im-
pact on the performance of data forwarding.

6.3 ALIGNER for Data Forwarding
To further evaluate the performance of ALIGNER in low

power ad-hoc networks, we further perform experiments in
the indoor testbed with 50 nodes. We have reimplemented
and used several related methods that are implemented based
on TinyOS. We first use the ready-made CTP and BoX-MAC
to test the performance of non-concurrent data transmission
(denoted as DF-BoX-MAC). The performance of BoX-MAC
is regarded as a baseline to see how much improvement can
be taken from concurrent transmission. In addition, we also
integrated ALIGNER into CTP and LPL (marked as DF-
ALIGNER), implemented the channel probability based E-
CSMA [11] that is proposed to address exposed/hidden ter-
minals, implemented C-MAC [36] that is physical interfer-
ence model based concurrent transmission protocol, and im-
plemented the conflict graph [25] based approach for har-
nessing exposed terminals (marked as CMAP). Due to the
different constructing process of concurrent transmission de-
cision, for fairness, there’s plenty of time (2 minutes in our
experiments) to construct the concurrent transmission deci-
sion for each experiment and we filter out the network over-
head of the constructing process when we analyze the exper-
imental results.

We construct a busy network by setting each node’s inter-
packet interval to 30 seconds and simulate an event-driven
network where 10 selected neighboring nodes will contin-
uously generate packets. Each event will last for 30 sec-
onds and the event normally occurs every 5 minutes. Each
node’s radio power level is set to 5 to form multiple hops net-
works. The wakeup intervals is 512ms. All network nodes
are synchronized to an external control node by overhearing
synchronization message. We perform DF-BoX-MAC, DF-
ALIGNER, C-MAC, CMAP, and E-CSMA in the testbed re-
spectively. We analyze the end-to-end delay of each packet,
and the energy consumption and packet delivery ratio of each
node. Then we plot the experimental results in Figure 10 and
11, respectively.

For no matter the busy network or event-driven net-
work, DF-ALIGNER achieves the best performance com-
pared with C-MAC, CMAP, and E-CSMA. By fully har-
nessing exposed terminals, DF-ALIGNER significantly re-
duces the intra-node waiting time, so as to reduce the ra-
dio duty cycle and the end-to-end delay of each packet. As
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Figure 11. Performance of DF-ALIGNER, C-MAC, CMAP, and E-CSMA in an event-driven network.

Table 5. Performance difference between DF-ALIGNER
and DF-BoX-MAC in busy network.

Protocols DF-ALIGNER DF-Box-MAC
Avg. PDR 99.83% 99.58%

Avg. Duty cycle 7.35% 9.29%
Avg. One-hop Delay 125 ms 221 ms

Table 6. Performance difference between DF-ALIGNER
and DF-BoX-MAC in event-driven network.

Protocols DF-ALIGNER DF-Box-MAC
Avg. PDR 98.51% 72.57%

Avg. Duty cycle 9.23% 19.29%
Avg. One-hop Delay 131 ms 383 ms

shown by Figure 10(a) and 11(a), the radio duty cycle of
DF-ALIGNER is smaller than CMAP by 34%, smaller than
C-MAC by 38%, and smaller than E-CSMA by up to 45%.
Moreover, by exploiting the potential transmission opportu-
nities, DF-ALIGNER quickly guides network packets to the
sink node. The relatively small number of network pack-
ets result in less interference. As shown in Figure 10(b)
and 11(b), DF-ALIGNER can provide the highest packet de-
livery ratio. CMAP is inferior to DF-ALIGNER. Because
CMAP should consider the effect of mutual interference on
ACK decoding, a great portion of exposed terminals cannot
be harnessed by CMAP. Similarly, E-CSMA also consider
the impact of mutual interference on ACK decoding. Due
to the complex mapping relationship between channel sig-
nal strength and forwarding decision, the channel probability
based E-CSMA has the worst performance. Different from
CMAP and E-CSMA, the physical interference model based
C-MAC is proposed to transmit large data block. However,
in the vast majority of practical networks, C-MAC cannot ex-
ert its advantage. According to the experimental results, we
can conclude that DF-ALIGNER significantly outperforms
CMAP, C-MAC, and E-CSMA.

As a baseline, we can see that in all scenarios with
busy network traffic or event-driven burst traffic, the deliv-
ery ratio, radio duty cycle, and transmission latency of DF-
ALIGNER outperforms DF-BoX-MAC. As shown in Ta-
ble 5 and 6, for networks with busy traffic load, by har-
nessing exposed terminals and fully avoiding ACK collision,
ALIGNER can save energy consumption by 26.4%, and re-
duce one-hop transmission latency by 76.8% compared with

the CSMA-based BoX-MAC. Moreover, in event-driven net-
works, the packet delivery ratio of DF-ALIGNER is 98.51%,
which significantly outperforms the 72.57% of DF-BoX-
MAC. For this kind of event-driven application scenarios,
when networks experience sudden surge of traffic, exposed
terminals can significantly impact network data transmis-
sions. On that basis, the averaged radio duty cycle of DF-
BoX-MAC increases sharply up to 19.29%, and the averaged
one-hop data transmission latency increases to 383ms. Com-
pared with DF-BoX-MAC, the averaged radio duty cycle of
DF-ALIGENR is only 9.23%, and the one-hop transmission
delay is 131ms.

7 Related Work
Concurrent transmission is a well-known concept in wire-

less networks. MACA [19] observes that carrier sense can-
not fully utilize the capacity of wireless channel. Many
works are proposed to address this problem. By removing
the potential ACK collisions, ALIGNER mainly targets on
improve the throughput of concurrent transmission in duty
cycle wireless networks. Next, we divide the most of exist-
ing mechanisms into three categories.

Capture Effect: In wireless communication, capture ef-
fect [35] [42] indicates that a receiver can successfully de-
code the strongest signal when the strongest signal fulfill the
spacial and temporal constrains. Some mechanisms are pro-
posed to construct capture effect and enable concurrent trans-
mission. [15] and [20] theoretically investigate the modula-
tion and coding schemes of capture effect in ALOHA and
802.11 networks, respectively. Moreover, by adjusting the
transmission timing of concurrent frames to fulfill the con-
straints of capture effect, [12] [28] [5] improve the network
throughput in sensor networks. ALIGNER is parallel with
these mechanisms. Combining with ALIGNER, the network
throughput can be further improved.

Parameter Adjustment: Some works enable concurrent
transmission by adjusting protocol parameters (e.g., trans-
mission power, carrier sense threshold) in wireless ad-hoc
networks. On one hand, several works [23] [36] are de-
signed to mitigate data collision by adjusting transmission
power. On the other hand, adjusting the carrier sense thresh-
old of CSMA is exploited in both 802.11 [3] and sensor [2]
networks. Parameter adjustment can optimize the network
performance, but it can never completely solve the problem.
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Different to parameter adjustment strategies, ALIGNER can
improve the network throughput by fully turning exposed
terminals into transmission opportunities.

Conflict Graph: Conflict graph is a widely used tool to
schedule concurrent transmission and avoid collisions. Ac-
cording to different link models of conflict graph, existing
works can be divided into two categories. The first cate-
gory is based on physical model [14] [34], in which trans-
missions over two links are either collision or collision-free.
Compared with ALIGNER, the physical model is more con-
servative so that prohibits part of concurrent opportunities.
The second category [45] uses signal strength of other links
to illustrate the condition of interference. The per-link sig-
nal strength is either actively [27] [41] or passively [26] [37]
measured. Beside the signal strength, the timing constraints
of concurrent transmission is equally important in duty cycle
networks. ALIGNER carefully designs both passively mea-
sured concurrent transmission metric and timing alignment
to fully explore the capacity of concurrent transmission.

Although different to traditional concurrent transmission
techniques that adopt constructive interference or capture ef-
fect on physical layer, we still use the term ‘concurrent trans-
mission’ to emphasize that ALIGNER is proposed to op-
timize the concurrency opportunities in low power ad-hoc
networks. Different to the transmission protocols based on
constructive interference or capture effect, the carry out of
ALIGNER depends on a concurrent metric, such as cpdr
or signal-to-interference-plus-noise-ratio model, which tells
ALIGNER whether it is feasible to perform concurrent trans-
mission. On that basis, ALIGNER schedules neighboring
senders to concurrently access shared wireless channel for
data transmission. Hence, ALIGNER still falls into the cate-
gory of concurrent transmission technique.

ALIGENR is also related to some other works that mainly
focus on energy efficiency or collision resolution, such as
ContikiMAC [8] and Strawman [32]. ContikiMAC [8] was
proposed to provide extremely outstanding energy efficiency
by adopting fast sleep and phase lock mechanism. Com-
pared with the current implementation of ALIGNER, Con-
tikiMAC can provide better energy efficiency performance,
Even so, ALIGNER can provide more transmission oppor-
tunities for neighboring senders with the ubiquitous exposed
terminals. Actually, ContikiMAC and ALIGNER are respec-
tively proposed to address different problems in wireless net-
works. We look forward to combining ALIGNER technique
with ContikiMAC for both harnessing exposed terminals and
providing excellent energy efficiency performance in the fu-
ture work. Strawman [32] is a contention resolution mecha-
nism that applies to the scenarios that multiple senders trans-
mit data packets to the same receiver. By adopting Straw-
man, receiver lets multiple senders to contend for the next
data transmission time by simultaneously sending contention
packets with different lengths after detecting a data colli-
sion. The sender with the longest contention packet wins and
then completes its transmission in the next time slot. Differ-
ent to Strawman, ALIGNER is designed for ACK collision
avoidance in harnessing exposed terminals, which probably
involve multiple senders and different receivers.

8 Conclusion
In this paper, we propose ALIGNER, which can com-

pletely prevent ACK corruption during concurrent transmis-
sion. The basic concept is to align the end of all concur-
rently transmitted packets. Thus during the common ACK
waiting period, all ACKs do not suffer from the interfer-
ence of the exposed terminal. In addition, for ALIGNER,
we present a tailor-made metrics to analyze the feasibility of
concurrent transmission. Experimental results demonstrate
that ALIGNER can significantly increase concurrency op-
portunities.
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A Computation of Cpdr
The computation of cpdr is not complex. To compute

cpdr, several statuses of data transmission are indispensable.
For each data transmission, the sender needs to know which
receiver successfully received the data packet. Meanwhile,
sender needs to know what caused a failed transmission: i)
data collision at receivers receiving end; or ii) ACK collision
at its own transmitting end.

As sender, for each data transmission assigned with a
unique DSN (data sequence number), it records whether the
data transmission was acknowledged or not, and whether
there was a neighboring node that transmitted concurrently
with the data transmission. As receiver, for each data packet
transmitted by its sender, it records the number of received
data packets which are assigned with the same DSN. In data
transmission, once a receiver receives a data packet transmit-
ted by its sender, it immediately replies an ACK. Hence, the
received multiple (k) data packets assigning with the same
DSN indicate at least the previous k-1 ACKs were collided
and lost at the sender.

By feeding back the information to the sender, combin-
ing with the above-mentioned transmitting status maintained
by the sender, it can exactly know the transmission result
of each data transmission and the number of lost ACKs un-
der the influence of a specific neighboring node. Then we
can compute the unidirectional cpdr from the sender to the
receiver under the influence a specific neighboring node,
and compute the unidirectional cpdr from the receiver to the
sender under the same influence of the neighboring node.
Considering both the unidirectional cpdr from sender to re-
ceiver and the unidirectional cpdr from receiver to the sender,
it is easy to compute the bidirectional cpdr between the
sender and receiver under the influence of a specific neigh-
boring node.

The memory consumption for computing cpdr is mainly
dependent on network density, i.e, the number of neighbor-
ing nodes. In previous research work [25], we have con-
ducted experiment to demonstrate the relation between mem-
ory overhead and network density. If readers want to know
more about it, please refer the experimental results presented
in the paper [25].
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