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Abstract
We present the design, implementation and experimen-

tal evaluation of an efficient event-triggered wireless sens-
ing system. We propose an event-triggered logical compo-
nent model, which encapsulates adaptability, responsiveness
and energy efficiency design constraints. We then design a
wireless sensing system for monitoring acoustic emissions
through the composition of event-triggered logical compo-
nents. We present the integration of these components onto
a novel dual-processor wireless sensing platform, and exten-
sively evaluate the developed prototype with respect to re-
sponsiveness and energy efficiency using real-world acoustic
emission traces.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Net-

work Architecture and Design—wireless communication;
C.3 [Computer Systems Organization]: Special-Purpose
and Application-Based System—real-time and embedded
systems

General Terms
Design, Experimentation, Performance

Keywords
Event-triggered wireless sensing; acoustic emission sens-

ing; wireless sensor networks; cyber-physical systems

1 Introduction
Motivation. The detection and characterization of acoustic
emissions provide important insights into the behavior of un-
derlying physical processes that drive a wide range of appli-
cation domains. Wireless sensor networks have been widely
adopted for monitoring acoustic emissions with high spatial
coverage and temporal resolution, and relatively low infras-
tructure costs. Example systems from the literature include
structural monitoring [22], seismic monitoring [38, 10], and

sniper localization [34], whereby each of these wireless sens-
ing systems demand the following properties:

• Adaptability: The ability to adapt the system configu-
ration at run-time in response to changes in the envi-
ronment. For example, the adaption of sensor sensitiv-
ity, characterization parameters or communication band-
width in response to a detected acoustic emission.

• Responsiveness: The ability to rapidly detect acoustic
emissions, quickly characterize their specific features,
and rapidly communicate the associated data through a
multi-hop network for post-processing.

• Energy Efficiency: In order to achieve long-term opera-
tion, the system must minimize the energy consumed by
detection, characterization and communication of acous-
tic emissions.

Challenges. The realization of efficient wireless acoustic
sensing systems is difficult in practice, due to the conflict-
ing nature of the aforementioned design requirements. For
example, in order to rapidly detect acoustic emissions, one
must continuously monitor the acoustic sensor, thereby con-
suming precious energy reserves during periods where there
are no acoustic emissions of interest. Adapting the system
to changes in the environment at run-time requires efficient
network-wide coordination, which again leads to increased
energy consumption through additional wireless communi-
cation activity. Finally, energy efficiency may be achieved
through duty-cycling or deactivation of individual system
components, however the time to wake-up or turn-on com-
ponents may adversely impact the responsiveness and adapt-
ability of the system.

Proposed Approach. In order to effectively manage these
conflicting design goals, we partition the wireless acous-
tic sensing system into a pipeline of logical event-triggered
components. Each event-triggered component is character-
ized by design-time and run-time parameters, and adheres
to an event-triggered interface specification. The design
and implementation of each logical component follows the
guideline: sleep whenever possible, wake-up fast, and oper-
ate efficiently. Components are then integrated onto a phys-
ical platform architecture, whilst preserving the underlying
design constraints imposed on each individual component.

Contributions. We make the following contributions:

• We present a logical event-triggered component model
for the construction of adaptable wireless sensing sys-
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tems, subject to responsiveness and energy efficiency de-
sign constraints.

• We exemplify our approach by designing and implement-
ing an always-on ultra-low power acoustic sensor inter-
face dissipating only 6.2μW for the detection of acoustic
emissions, an event-triggered characterization pipeline,
and an event-based wireless protocol for the multi-hop
dissemination of acoustic emissions under contention
with an average latency as low as 113.2ms.

• We demonstrate the integration of logical event-triggered
components onto a novel dual-processor platform archi-
tecture and experimentally evaluate its performance.

The paper is structured as follows: Sec. 2 proposes an
event-triggered component model, which is then leveraged in
Sec. 3 to design and implement an efficient wireless acous-
tic sensing system. The developed prototype is extensively
evaluated in Sec. 4 in the context of a realistic application
scenario. We discuss related work in Sec. 5, and present a
summary of conclusions in Sec. 6.

2 Event-triggered System Design
In this section, we present a design process for adaptable,

responsive and energy efficient sensing systems that are suit-
able for certain classes of event-triggered wireless sensing
applications. We next detail each step in the design process,
before exemplifying its use through the realization of a wire-
less acoustic emission sensing system in Sec. 3.

(1) Partitioning. We begin by partitioning an event-triggered
system into a pipeline of logical components. Each compo-
nent represents a functional building block of the system and
adheres to an event-triggered interface, whereby a compo-
nent is triggered by an input event and produces an output
event in order to trigger the next component in the pipeline.
To give a concrete example, a wireless acoustic emission
sensing system, which will be extensively detailed in Sec. 3,
must first (i) detect acoustic emission, then (ii) characterize
the acoustic event, before (iii) disseminating the event data
through a multi-hop wireless network. It follows that such
a system may be partitioned into a directed graph of three
logical event-triggered components representing the afore-
mentioned functionality.

(2) Modeling. We then represent each logical component
with an event-triggered model, as illustrated in Fig. 1. The
component model is specified by (i) its input and output in-
terface consisting of an event and a data stream, (ii) its run-
time adaptability represented by an event filtering random
process, and (iii) its functional behavior represented by an
event processing finite state machine. We next use an analyt-
ical framework to derive a components responsiveness and
average power dissipation given the characteristics of its in-
put event stream.

The event filtering element observes a stream of events
with an average arrival rate α. We denote the arrival time
of an event i by ti, where t ∈ [0,∞), and i ∈ Z represents
the order of event arrival. We define the continuous random
variable τd = ti+d − ti, representing the time between events
separated by arrival index d ≥ 1. We note that when d = 1,
the variable τ1 represents the inter-arrival time of sequential
events. Assuming event arrivals are independent and identi-
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Figure 1. Logical event-triggered component model.

cally distributed, and using known properties of sums of con-
tinuous random variables [15], the probability density func-
tion of τd is given by the d-fold continuous convolution of
fτ1

(τ), as given in (1). It then follows that the average arrival
rate of events is given by (2).

fτd (τ) = ( fτk ∗ fτd−k)(τ) for 1 ≤ k ≤ d −1 (1)

α =
1∫ ∞

0 τ · fτ1
(τ)dτ

(2)

The run-time adaptability of a component is represented by
the random sampling of the input event stream. In the context
of acoustic emission sensing, an example of such event filter-
ing is the configuration of the detection threshold. If the de-
tection threshold is configured very low, acoustic emissions
will be detected with a probability close to unity. However,
if the detection threshold is configured very high, acoustic
emissions will only be detected with a probability signifi-
cantly less than one. We model this random sampling as
independent Bernoulli trials, where an event is processed
with probability pevent , and is neglected with probability
1− pevent . The probability pd of an event having an arrival
index difference d is then given by the product of the prob-
ability of a processed event and the probability of d − 1 ne-
glected events, as expressed in (3).

pd = pevent · (1− pevent)
d−1 (3)

It then follows that the probability density function of the

inter-arrival time of events after filtering f̂τ1
(τ) is given by

(4). We note that due to the exponential decay of pd , the
summation may be approximated using a finite number of
index differences d. Due to the random sampling, the av-
erage rate of events produced at the output is equal to the
average arrival rate scaled by the run-time parameter pevent ,
as expressed in (5).

f̂τ1
(τ) =

∞

∑
d=1

pd · fτd (τ) (4)

β = pevent ·α (5)

The event processing element specifies the functional be-
havior of a logical component with a finite state machine
annotated with design-time parameters. A component re-
sides in a default sleep state dissipating power Ps until it is
triggered to execute. The arrival of an event after filtering
will transition the component into a wake-up state, where the
component awakes from sleep mode and performs necessary
pre-processing tasks, taking time tw and dissipating power
Pw. The component then enters the process state, taking the
input event and data stream and producing an appropriate
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Figure 2. A wireless acoustic emission sensing system
composed of logical event-triggered components.
output event and data stream, taking time tp and dissipating
power Pp. Once the component has completed processing, it
immediately returns to the sleep state.

The responsiveness of a component is given by the time
spent in wake-up and processing states, i.e., tw+tp, while the
energy consumption per event is determined by the sum of
the energy consumed in all three states. Assuming constant
power dissipation within each state, the energy consumption
u per event is a linear function of inter-arrival time τ and the
parameterization of the finite state machine, as given by (6).

u(τ) = Pwtw +Pptp +Ps (τ− tw − tp) (6)

Using known results of functions of continuous random vari-
ables [30], the probability density function of the energy con-
sumption per event fu(u) is given by (7), which can then be
used to evaluate the average power dissipation Pavg using (8).

fu(u) =

{
δ(u−Pwtw −Pptp) , if Ps = 0.
1
Ps

f̂τ1

(
u−tw(Pw−Ps)−tp(Pp−Ps)

Ps

)
, if Ps > 0.

(7)

Pavg = pevent ·α ·
∫ ∞

0
u · fu(u)du (8)

Therefore, given the statistical properties of the input event
stream, α and fτ1

(τ), the run-time adaptability parameter
pevent , and the design-time parameters of the finite state ma-
chine, Ps, Pw, tw Pp, and tp, we can determine (i) the proper-

ties of the output event stream, β and f̂τ1
(τ), (ii) the respon-

siveness of the component by tw + tp, and (iii) the compo-
nent’s average power dissipation Pavg.
(3) Concretization. We now systematically design and im-
plement each logical component in the pipeline according
to the following guideline: sleep whenever possible, wake-
up fast, and operate efficiently. This guideline not only re-
sembles the overall responsiveness and energy efficiency de-
sign constraints, but translates directly onto the design-time
parameterization of the logical event-triggered component
model depicted in Fig. 1. Specifically, a component must
minimize the processing time tp and enforce a low-power
sleep state during periods of inactivity, minimize the wake-
up time tw in order to transition rapidly from sleep to the
process state, and finally, minimize the power dissipation Ps,
Pw and Pp in order to operate efficiently. Through the ap-
plication of appropriate design tools, such as design space
exploration, simulation, rapid prototyping, etc., a concrete
realization may be found which incorporates the components
run-time adaptability, design-time parameterization, and any
additional domain-specific requirements.
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Figure 3. Continuous acoustic emission sensing.

(4) Integration. Now with a concrete realization of each
logical component, we next integrate them onto a physi-
cal platform architecture whilst preserving adaptability, re-
sponsiveness and energy efficiency design constraints. In
Sec. 3.4, we demonstrate this integration using a novel dual-
processor platform architecture featuring (i) limited resource
interference between components and (ii) support for com-
posable construction using a formally verified interface be-
tween components.

3 Design and Implementation of a Wireless
Acoustic Emission Sensing System

In this section, we demonstrate the design process intro-
duced in Sec. 2 to construct a wireless acoustic emission
sensing system. We consider a system where source nodes
equipped with an acoustic sensor are deployed to detect,
characterize and disseminate acoustic emissions to a host
node for analysis. As illustrated in Fig. 2, we partition the
system into a pipeline of logical event-triggered components,
namely, acoustic sensor interface, acoustic event character-
ization, and multi-hop event dissemination components. We
next detail the design and implementation of each logical
component, and then demonstrate their integration onto a
physical platform architecture.

3.1 Acoustic Sensor Interface
Related Work. Acoustic emissions are typically detected
and characterized in commercial monitoring solutions such
as [16], using a combination of continuously powered analog
circuits interfaced to a processor, as illustrated in Fig. 3. The
architecture consists of an acoustic sensor, i.e., a piezoelec-
tric transducer, that converts dynamic motions into an elec-
trical signal, followed by a fixed gain amplifier, bandpass
filter and an analog-to-digital converter (ADC). This contin-
uous acoustic sensing architecture has been widely adopted
in the literature using a variety of different processors, in-
cluding 16-bit microcontrollers [38, 22, 1, 33, 11], 32-bit
microcontrollers [2, 9], DSPs [23, 36], ASPs [32] and FP-
GAs [34, 37, 25, 4].

However, since this architecture does not leverage a low-
power sleep state, significant energy is consumed during pe-
riods of inactivity, i.e., where no acoustic emission of inter-
est is observed. In order to reduce energy consumption, a
sensor-initiated wake-up concept was proposed in [8], and
further demonstrated in [20, 29, 28]. The key idea is to em-
ploy an ultra-low power analog circuit to wake-up the high
power components only when an acoustic event is detected.

We extend this body of work by incorporating event-
triggered wake-up to all system components, in conjunction
with component-level run-time adaptability. As summarized
in Table 1, the proposed approach achieves less than half the
power dissipation Ps during sleep state compared to state-of-
the-art acoustic sensor interfaces.

Application Requirements. The acoustic sensor interface
component must satisfy the following requirements:
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Table 1. Power dissipation of state-of-the-art acoustic
sensor interfaces compared to the developed prototype.

System Component Ps
Lucid Dreaming [20] Acoustic Sensor Interface (without LDO) 16.5μW

CargoNet [29] Acoustic Sensor Interface (without LDO) 3μW

Acoustic Sensor Interface (without LDO) 1.2μW
This Work Acoustic Event Characterization 2.5μW

Multi-hop Event Dissemination (T = 15s) 52.8μW

• Adaptable Detection. In order to support diverse oper-
ating conditions, the detection sensitivity of the interface
must be configurable at run-time.

• Sensitivity. It is important to not only detect very large
signals i.e., having amplitudes of volts, but also detect
very small signals, i.e., having amplitudes of millivolts.

• Noise Resilience. The sensor interface must be resilient
against internal and external electrical noise sources, e.g.,
such as the noise associated with high-gain amplification,
or an external power supply with a large ripple voltage.

Component Model. Fig. 4 illustrates the block diagram
of the acoustic sensor interface using the proposed event-
triggered logical component model, and highlights the run-
time and design-time parameters that drive the realization of
the component. We next describe the behavior of the com-
ponent, followed by its concretization through design space
exploration, circuit simulation and rapid prototyping.

The operation of the acoustic sensor interface begins with
(1) the configuration of the detection threshold VT H . Ac-
cording to the application requirements this can be adjusted
at run-time, and is therefore modeled by the random event
filtering process with probability pevent . The intuition is that
the random filtering of events has the effect of decreasing
the average output event arrival rate β, which is analogous
to increasing the detection threshold. The generated thresh-
old voltage provides a stable reference to an analog com-
parator (2), which monitors the output of the acoustic sen-
sor. When the sensor produces a voltage greater than the
detection threshold, (3) the comparator generates an output
event in order to trigger the next component in the pipeline,
i.e., acoustic event characterization. The output of the com-
parator (4) also activates a latch, which turns on the voltage
regulator supplying the amplification and filtering circuitry.
The acoustic signal is then amplified and filtered according
to application requirements, and (5) the output data stream
is made available to the next component. Once the acoustic
event characterization is complete, (6) an input event resets
the latch, thereby turning off the high power amplifier circuit.

3.1.1 Design Space Exploration and Simulation
Threshold Generation. Since the threshold generation is
always-on, we aim to minimize the active power dissipation
Pp associated with the circuitry providing the programmable
variable voltage source. Rather than employing a digitally
controlled variable voltage regulator, we seek a solution that
drains significantly less than 1μA quiescent current. To this
end, we employ a resistive voltage divider circuit [17] as de-
fined by two series resistors, together with a bank of four
parallel resistors each gated by n-channel transistors. Us-
ing SPICE circuit simulation, we select resistor values in the
kilo- and megaohm range in order to support a threshold volt-
age range between tens of millivolts and several hundreds of
millivolts, while as listed in Table 2, only dissipating a frac-
tion of a microwatt.

Comparator and Voltage Regulator. We perform an exten-
sive design space exploration to find the most suitable com-
parator and voltage regulator. The design space exploration
considers the following five metrics, which directly relate to
the parameterization of the logical event-triggered compo-
nent model and the stipulated application requirements:

• Quiescent Current: We minimize the quiescent current
of comparator and voltage regulator in order to decrease
the power dissipation Ps during periods of inactivity.

• Propagation Delay: We minimize the comparator propa-
gation delay in order to reduce the wake-up time tw, and
thus improve responsiveness.

• Active Current: We minimize the active current of com-
parator and voltage regulator in order to decrease the
power dissipation Pp.

• Minimum Input Voltage: In order to maximize the sen-
sitivity of the acoustic sensor interface, we seek a com-
parator with a very low minimum input voltage.

• Power Supply Rejection Ratio (PSRR): We maximize the
PSRR of both comparator and voltage regulator in order
to be resilient against external noise sources.

The design space exploration is performed in two dis-
tinct phases. The first phase reduces the search space by
evaluating metrics of candidate devices using the respective
datasheets, before selecting the three best performing de-
vices. The second phase determines the most suitable device
through the experimental evaluation of a rapid prototype.

Assessing the datasheets of 10 commercial comparators
indicated a clear trade-off between the quiescent current and
propagation delay metrics, where a lower quiescent current
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is achieved at the cost of a longer propagation delay. Due to
the importance of these two metrics on the overall respon-
siveness and energy efficiency, we select the best three com-
parators, i.e., MAX920, MCP6546, and TS881, based only
on a balance of these two metrics.

A custom printed circuit board is produced in order to ex-
perimentally evaluate the metrics of the three comparators
under realistic conditions. Fig. 5 depicts the experimental
results by representing each metric on a unique axis, where
the metric value has been transformed so that a higher value
on the axis is more favorable. All metrics are evaluated using
either a mixed signal oscilloscope or a precision multimeter,
except for the PSRR, where the datasheet value is included
for completeness. As represented in Fig. 5, the MCP6546
comparator performs best compared to the other two devices,
and is therefore chosen to implement the acoustic event de-
tection component. The aforementioned design space explo-
ration is repeated to find the most suitable voltage regulator,
based on 13 commercial devices. In summary, the MCP1711
1.8V regulator is selected due to its favorable active current,
quiescent current, and PSRR metrics.

Latch. A digital latch provides a stable power gating of the
amplification and filtering circuitry for the duration of an
acoustic event. Instead of employing a commercial single-
packaged latch designed for high-frequency operation and
thus exhibits a quiescent current on the order of microamps,
we design a custom set-reset (SR) latch [17] using n-channel
and p-channel transistors. We verified the functionality of
the latch using SPICE simulation, and measured its negligi-
ble power dissipation Pp of 45nW and fast wake-up time tw
of 5μs using a rapid prototype.

Amplification and Filtering. The voltage regulator for the
high-gain amplifier circuit is chosen using a design space ex-
ploration, similar to that performed for the comparator. In
addition to quiescent current and PSRR metrics, the enable
delay metric was also considered in order to minimize the
amplifier wake-up time tw. The design space exploration
considers 10 commercial devices, with the NCP603 5.0V
regulator chosen due to its low enable delay, and favorable
quiescent current and PSRR.

The LM6482 operation amplifier is selected to imple-
ment the high-gain amplification, based on the frequency re-
sponse of the acoustic sensor, and the application require-

Table 2. Parameterization of the acoustic sensor interface
and acoustic event characterization components.

Device Ps tw Pp tp
Threshold Generator - - 354nW Always-on

Comparator & Regulator 5.8μW 11μs 5.8μW 2.5ms
Latch 45nW 5μs 45nW 2.5ms

Amplifier & Regulator 22nW 23μs 5.6mW 2.5ms
Microcontroller 2.5μW 29μs 15mW 4.3ms

ments placed on the amplification gain and output noise per-
formance. A SPICE simulation is used to select the passive
components determining the gain of the amplifier and the
frequency response of the passive first-order bandpass filter.

3.1.2 Evaluation of the Acoustic Sensor Interface
Experimental Setup. We evaluate the responsiveness and
power dissipation of the acoustic sensor interface through a
controlled laboratory experiment. We emulate the acoustic
sensor using an arbitrary waveform generator programmed
with a real-world acoustic signal, measure the analog and
digital outputs using a mixed-signal oscilloscope, and mea-
sure the current drain using a precision multimeter.

Results. As illustrated in Fig. 6, once the input acoustic sig-
nal surpasses the detection threshold, the comparator output
triggers the wake-up of the acoustic event characterization
component. After the 5μs wake-up delay of the latch, the
voltage regulator of the amplifier is turned on. This is visible
in Fig. 6 by the sudden spike on the ADC input line. Once the
ADC awakes from its sleep state, as indicated by the rising
edge of the signal acquisition line in Fig. 6, the acoustic sig-
nal is sampled according to application requirements. Once
sufficient digital samples are collected, the latch is reset, and
the acoustic signal is characterized.

The design-time parameterization of the acoustic sensor
interface component is summarized in Table 2. We can con-
clude from these measurements that the acoustic sensor in-
terface exhibits a power dissipation of only 6.2μW during
periods of inactivity, supports a wake-up delay of 16μs, and
dissipates 5.6mW during processing.

3.2 Acoustic Event Characterization
The purpose of the acoustic event characterization com-

ponent is to extract important features from a detected acous-
tic emission in order to facilitate application-specific analy-
sis at the remote host node. There are two common types of
features for acoustic emission sensing, namely, (i) temporal
features, e.g., zero-crossing rate, rise-time, energy, and (ii)
spectral features, e.g., bandwidth, spectrum centroid, pitch.

While custom hardware blocks may be used to extract
low-complexity features as exemplified in [32, 21], we in-
stead leverage a state-of-the-art microcontroller to support
complex and adaptive event characterization. We propose
that the acoustic signal is first converted into the digital do-
main by an analog-to-digital converter (ADC), before com-
puting a set of features, possibly in conjunction with pattern
classification techniques [6], according to the run-time con-
figuration and application requirements.

Component Model. The block diagram of the acoustic
event characterization component is illustrated in Fig. 4, and
is annotated with the critical design-time parameters used to
facilitate its design and implementation. We next describe
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the behavior of the component followed by its concretization
using a state-of-the-art low-power microcontroller.

The acoustic event characterization component is trig-
gered by (1) an input event originating from the acoustic
sensor interface. This event awakes the microcontroller from
a deep sleep state, and (2) triggers it to begin sampling the
acoustic signal using its built-in ADC. We leverage a built-
in ADC in order to minimize the wake-up time tw associ-
ated with peripheral initialization. Once sufficient samples
have been collected, (3) an output event triggers the acous-
tic sensor interface to turn off its high-power amplifier. The
microcontroller (4) computes the application-specific feature
set, and produces an output event (5) indicating to the next
component, i.e., multi-hop event dissemination, that charac-
terization is complete and (6) a data stream is available. A
second output stream is provided to configure the detection
threshold of the acoustic sensor interface at run-time.

Since the event-triggered component model presented in
Sec. 2 makes no assumptions on stream buffering between
components, if the time to perform the event characteriza-
tion is longer than the time to digitize the input acoustic sig-
nal, then depending on the inter-arrival time between events,
some events may never be characterized. We model this
behavior using a random event filtering process with prob-
ability pevent , which provides an important design-time tool
for appropriately constraining the wake-up tw and process tp
times given the input event characteristics fτ1

(τ).
Concretization. While the choice of potential commer-
cial microcontrollers is plentiful, we narrow the search
space according to the parameterization of the logical event-
triggered component model. Specifically, we seek (i) a mi-
crocontroller with a built-in ADC module supporting the
application-specific sample frequency and resolution, (ii) a
core that exhibits a low wake-up delay tw from deep sleep,
(iii) a low sleep power dissipation Ps, and (iv) a favor-
able active power dissipation Pp relative to the microcon-
troller clock frequency. After a survey of state-of-the-art
microcontrollers, we select the MSP432 from Texas Instru-
ments, as it combines the computational resources of a 32-bit
ARM Cortex-M4 processor with the energy efficiency of the
widely adopted MSP430 family of microcontrollers.

3.2.1 Evaluation of Acoustic Event Characterization
Results. We use the identical experimental setup described
in Sec. 3.1.2 to measure the wake-up time tw and power dissi-
pation Ps and Pp of the acoustic event characterization com-

ponent. Fig. 6 depicts the timing behavior of signal acquisi-
tion consisting of 1000 14-bit samples at a sampling rate of
approximately 400kHz, followed by feature extraction con-
sisting of the rise time, min/max amplitude, and signal en-
ergy. We note that using this specific implementation, the
time taken for feature extraction is less than that for signal
acquisition, and therefore we may assume pevent = 1 since
sequential events will be successfully characterized.

As illustrated in Fig. 6, the time taken to wake-up the
acoustic event characterization component is 29μs. As sum-
marized in Table 2, the measured power dissipation Ps dur-
ing sleep state is 2.5μW, and the power dissipation Pp during
process state is 15mW.

3.3 Multi-hop Event Dissemination
The purpose of the multi-hop event dissemination com-

ponent is to rapidly and reliably deliver an event and its as-
sociated data to a host over a wireless multi-hop network.
We next list the application requirements of this component,
followed by a detailed analysis of how the proposed event-
triggered logical component model is used to tailor a state-
of-the-art wireless protocol for efficient multi-hop event dis-
semination.

Application Requirements. In order to analyze acoustic
emissions at the host, we require the following properties:

• Time Synchronization. All source nodes must be tightly
synchronized to a common time base, so to differentiate
between acoustic emissions with respect to time.

• Reliability. The probability that transmitted acoustic
event characteristics is successfully received at the host
must be sufficiently high.

• On-demand Dissemination. A source node must be able
to request network bandwidth on-demand for the dissem-
ination of an event and its associated data.

• Simultaneous Events. The dissemination of simultane-
ous acoustic events must be supported, as the deployment
of source nodes does not prohibit more than one source
node from detecting the same acoustic emission.

Related Work. The past decade of wireless sensor network
research has produced a plethora of low-power wireless com-
munication protocols, as surveyed in [18]. In this work, we
concentrate on the synchronous class of protocols, as they
support tight time synchronization by design, and have been
shown experimentally to exhibit high end-to-end reliabil-
ity. For example, Orchestra [7], a synchronous slot-based
channel-hopping protocol for RPL and IPv6 networks, and
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Figure 7. Example operation of the LWB, where source
node A disseminates a packet triggered by an event.

Glossy [13], a synchronous flooding-based protocol, both
support tight global time synchronization and demonstrate
end-to-end reliability above 99.9% on testbed networks with
up to 92 nodes.

While both protocols represent the state-of-the-art, we fo-
cus on Glossy, as its underlying time synchronization mech-
anism is achieved through radio-driven packet flooding us-
ing constructive interference, and therefore is insensitive to
higher-layer protocol interactions such as routing. To this
end, there have been several protocols proposed in the liter-
ature that build upon the Glossy flooding primitive, such as
the Low-power Wireless Bus [12], Splash [3], Chaos [24],
and Pando [5], where each protocol has been tailored to a
specific data dissemination scenario.

In this work, we choose to tailor the Low-power Wireless
Bus (LWB), although we acknowledge that alternative proto-
cols may indeed be feasible. We next present an overview of
the LWB, followed by a detailed description of how we tai-
lor the protocol to support the remaining application require-
ments of on-demand dissemination and simultaneous events.

3.3.1 Overview of the Low-power Wireless Bus
The open-source Low-power Wireless Bus (LWB) [12]

transforms a physical multi-hop wireless topology into a log-
ical shared bus using time-slotted Glossy floods. The LWB
is structured using periodic communication rounds, having
period T , where each round consists of a sequence of slots.
Each slot is represented by a Glossy flood in which all nodes
within the network participate. The radio of each node is
turned off between rounds in order to save energy. The syn-
chronization maintained by the Glossy flooding primitive en-
sures that each node awakes in time to participate in the next
communication round.

We briefly describe the operation of the LWB using a
single-hop network, as depicted in Fig. 7, in the context of
the multi-hop dissemination component model. We note that
while we only consider a single-hop topology, the operation
of the LWB is equally applicable to multi-hop topologies.
Every LWB round is initiated by the host, and begins with
the schedule slot (S). The schedule contains the structure and
allocation of slots within the round. The next slot, called
the contention slot (C), gives the opportunity for a node to
request a periodic data stream so to disseminate data to the
host. The round finishes with a schedule slot, which informs
all nodes of the next round period as computed by the host.

In the example illustrated, node A detects an acoustic
event that must be disseminated to the host for further anal-
ysis. During the next round, the node indicates its communi-
cation demands to the host, e.g., a periodic data stream spec-
ified by an inter-packet-interval and a start time, by transmit-
ting a stream request during the contention slot. Once the

host receives the stream request, it will schedule appropriate
bandwidth by allocating periodic data slots (D) to node A,
and update the round period accordingly. During the next
round, the schedule slot defines an acknowledgement slot
(ACK) in response to the stream request, a data slot allocated
to node A, together with the contention and schedule slots.
Node A then disseminates its event data to the host, possibly
over several rounds depending on the bandwidth allocated
to it by the host. Once node A has no further data to trans-
mit, it piggybacks a stream request into its last data slot so
to remove the data stream. The removal of the data stream is
confirmed by the host in the next round using an ACK slot.

Component Model. The time-triggered operation of the
LWB, i.e., sleep, wake-up, communicate, and return to sleep,
is analogous to the event processing state machine embed-
ded within the logical event-triggered component model in-
troduced in Sec. 2. Specifically, we denote the time from an
event arrival until the allocation of data slots as the wake-up
time tw, the time from the allocation of data slots until the
removal of the data stream as the processing time tp, and the
average sleep state power dissipation Ps as the power dissi-
pated for schedule and contention slots during round period
T . We next describe the limitations of the LWB in supporting
on-demand dissemination under the presence of contention,
before detailing how we tailor the protocol in the context of
the logical component model.

3.3.2 Event-based Low-power Wireless Bus (eLWB)
The LWB is designed to support data streams, making it

particularly well suited to periodic data delivery with slowly
changing traffic demands. However, when we consider
event-triggered wireless sensing applications, the means by
which periodic data streams are requested from the host give
rise to the following challenges:

• Multiple source nodes may simultaneously detect an
event, resulting in these nodes transmitting their stream
request during the same contention slot. Due to the poor
scaling of the capture effect, as experimentally evaluated
in [24], the probability of a stream request being suc-
cessfully decoded at the host reduces significantly as the
number of contending nodes increases, thus increasing
the wake-up time tw due to random back-off mechanisms.

• The LWB supports the sequential allocation of periodic
and fixed bandwidth to source nodes, which is in contrast
to the requirements of event-triggered wireless sensing,
where the simultaneous allocation of aperiodic and vari-
able bandwidth to source nodes is needed. Therefore,
even if the challenge of contending stream requests is
overcome, it will still take several rounds for all contend-
ing nodes to have their bandwidth demands administered
by the host, thus adversely increasing processing time tp.

We address these challenges by modifying the behavior of
the LWB, which we term the Event-based Low-power Wire-
less Bus (eLWB), without increasing the average sleep state
power dissipation Ps. Specifically, we (i) reduce the wake-
up time tw by notifying the host when at least one event has
been detected using an event contention slot, and (ii) reduce
the processing time tp by providing fixed bandwidth for the
event streams and on-demand bandwidth for data streams.
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Figure 8. Example operation of the Event-based Low-
power Wireless Bus (eLWB). Source nodes A and C detect
an event within the same round period, disseminate their
events and acquire bandwidth for the data streams.

Event Contention Slot. According to the simulation results
presented in [39], the packet reception rate of concurrent
transmissions with identical packet payloads is significantly
higher than the concurrent transmission of packets with in-
dependent payloads. We leverage this result to improve the
likelihood that the host is notified of at least one event in the
case when multiple source nodes detect an event within the
same round period. We achieve this by replacing the original
contention slot with an event contention slot (E), as illus-
trated in Fig. 8, whereby each node wishing to disseminate
an event transmits a packet with an identical payload, e.g.,
a packet containing the single byte 0x00. Additionally, the
host disregards the validation of the cyclic redundancy check
when processing the contention slot. All source nodes are
informed of a successful event contention by inspecting the
change of round period to Tevent , as specified in the schedule
slot immediately following the event contention slot.
Event and Data Rounds. Once the host is notified of at least
one event within the network, an event round provides all
source nodes an opportunity to (i) disseminate an event and
(ii) request bandwidth for data stream dissemination. The
event round consists of a schedule slot and a unique data
slot for each node within the network. The data slot has a
fixed length of 1 byte, which is sufficient to indicate an event
type and the required bandwidth for the data stream. In the
multi-hop example depicted in Fig. 8, all source nodes are
provisioned with a data slot during the event round, but only
nodes A and C disseminate an event and request bandwidth
for their data stream. The schedule slot associated with the
event round defines the new round period, Tdata, which in-
forms all nodes of the beginning of the data round.

Once the host collects all the data stream requests, it par-
titions the available network bandwidth accordingly. In the
example depicted in Fig. 8, the host allocates data slots to
nodes A and C according to their demands. The schedule
slot of the data round defines the allocation of data slots to
the respective source nodes, and specifies the new round pe-
riod T − Tdata − Tevent . In order to facilitate the rapid dis-
semination of event and data streams, the time offsets of the
event round Tevent , and data round Tdata, are chosen to be
significantly less than the round period T .

While we have only considered until now the dissemina-
tion of events from source to host, it is important to high-
light that the eLWB supports bi-directional dissemination of

events and periodic data streams. A source node may uti-
lize the event round to indicate a periodic stream, e.g., for
node health information, and the host will schedule the cor-
responding data slot during each round. Additionally, the
host may allocate data slots to facilitate unicast or broadcast
communication between host and source nodes.

Protocol Limitations. Since the event round provides each
source node with a dedicated data slot, the duration of the
event round increases linearly with the number of nodes in
the network. However, as each source node is only allo-
cated one byte in the event round, the overhead remains
realistic for typical deployments where the available band-
width, T −Tdata −Tevent , constrains the number of simulta-
neous event disseminations to a small number of nodes, e.g.,
around 20 nodes. If larger networks are required, hierar-
chical structures may be employed, possibly in combination
with non-overlapping communication channels.

As with all synchronous protocols, the eLWB exhibits a
fundamental trade-off between end-to-end latency and en-
ergy efficiency. In order to achieve a lower event latency,
the round period T must be reduced, resulting in an increase
of energy consumption during periods of inactivity. How-
ever, as we experimentally evaluate in Sec. 4 using an indoor
testbed, the proposed eLWB protocol achieves a best-case
event latency of 113.2ms, while dissipating on average as
low as 52.8μW.

3.4 Physical Platform Architecture
Using the system design process introduced in Sec. 2,

we designed and implemented each component such that
the logical system architecture illustrated in Fig. 1 adheres
to adaptability, responsiveness and energy efficiency design
constraints. We now propose that these logical components
be integrated onto a physical system architecture while pre-
serving these same properties, if the following two condi-
tions are supported:

• Limited Interference. Components that are active con-
currently may exhibit resource interference with respect
to processor clock cycles, memory or peripherals. Such
resource interference may adversely impact the perfor-
mance of components, for example, where a compo-
nent is prevented from entering a low-power sleep mode
due to the concurrent processing of another compo-
nent. In order to preserve the responsiveness and energy-
efficiency of components, we must limit resource inter-
ference wherever possible.

• Composable Construction. In order to retain the prop-
erties of each event-triggered logical component, the
physical platform architecture must support composabil-
ity [19]. This well-established system design principle
makes it possible to interconnect components together
without changing the properties, i.e., responsiveness and
energy efficiency, of the integrated parts. This powerful
property is facilitated by the interconnection of compo-
nents using interfaces with formally defined semantics.

Proposed Architecture. We achieve these two requirements
by (i) mapping components that encounter resource interfer-
ence onto dedicated processors, and (ii) interconnect the pro-
cessors using an interface with predictable run-time behav-
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Figure 9. (a) Architecture of the physical platform, and
(b) prototype implementation of the Dual-Processor Plat-
form (top) and the acoustic sensor interface (bottom).
ior. As shown in Fig. 9(a), we propose to map the acoustic
event characterization components to a dedicated application
processor, and the multi-hop event dissemination compo-
nents to a dedicated communication processor. We then in-
terconnect these two processors using BOLT [35], a publicly-
available ultra-low power processor interconnect that sup-
ports bi-directional asynchronous message passing with pre-
dictable run-time behavior. BOLT decouples the two pro-
cessors with respect to time, power and clock domains, thus
enabling the processors to execute concurrently without risk
of resource interference, while also facilitating composable
construction of event-triggered components.

Prototype Implementation. A prototype of the proposed
platform architecture, termed the Dual-Processor Platform,
and the acoustic sensor interface are depicted in Fig. 9(b).
The platform consists of a 32-bit MSP432P401R ARM
Cortex-M4 application processor running at 48MHz, which
is interconnected by BOLT to a 16-bit CC430F5147 commu-
nication processor running at 13MHz.

Summary. We began this section by introducing a logical
event-triggered component model that captures adaptability,
responsiveness and energy efficiency design constraints. We
then constructed an wireless acoustic sensing system from a
pipeline of logical components, presented a concrete realiza-
tion of each component, and demonstrated their integration
onto a novel physical platform architecture. We next exper-
imentally evaluate the developed prototype in the context of
a real-world wireless acoustic sensing scenario.

4 Case Study: Codetection of Acoustic Events
In this section, we consider a specific real-world applica-

tion, the monitoring of acoustic emissions in steep fractured
rock walls [14]. The goal is to identify rock damage and
fracture propagation by detecting and characterizing acous-
tic emissions caused by cryogenic processes, e.g., volumet-
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Figure 10. Characteristics of real-world acoustic events.
ric expansion of freezing water within the rock wall. The
deployment of a wireless acoustic sensing system makes it
possible to capture these acoustic events with unprecedented
spatial coverage and temporal resolution, which may in the
future be leveraged to develop early warning systems.

A field experiment spanning several months using a
piezoelectric transducer installed 10cm below the surface of
a rock wall at 3500m a.s.l [14] has identified these acoustic
events to be sporadic in nature, and often occur in bursts. As
depicted in Fig. 10, the observed acoustic events have inter-
arrival times between a few milliseconds and several hours,
and exhibit a maximum amplitude from a few millivolts up
to one hundred millivolts.

Given the severe implications of rockfall and the harsh
deployment conditions, a wireless sensor deployment must
(i) rapidly detect, characterize and communicate acoustic
events for analysis, and (ii) maximize operational lifetime.
It follows that the system design and implementation of the
wireless acoustic sensing system presented in Sec. 3 not only
satisfies these requirements by design, but also supports the
application-specific requirements.

In order to demonstrate the suitability of the developed
prototype to this real-world application, we experimentally
evaluate the prototype in a codetection use case. This is
a particularly challenging scenario where several wireless
acoustic sensors detect and characterize the same acous-
tic event, before each node simultaneously disseminates the
event through the network as rapidly and energy efficiently
as possible. To this end, we first assess the responsiveness of
the eLWB protocol using an indoor testbed, and then eval-
uate the power dissipation of the developed prototype while
being triggered by a real-world acoustic signal.

4.1 Responsiveness of Event Dissemination
Experimental Setup. We emulate the codetection of acous-
tic events at the network-level by utilizing the FlockLab [26]
indoor testbed configured with fine-grained tracing capabil-
ities [27]. Using 20 Olimex MSP430-CCRF nodes pro-
grammed with the eLWB, and deployed according to Fig. 11,
we instruct source nodes 6, 22 and 28 to emulate the simul-
taneous detection of an event by transmitting during every
eLWB event contention slot.

We evaluate the performance of the eLWB using three
metrics: (i) event detection is the number of event contention
slot transmissions that are successfully received by the host,
(ii) event and data dissemination is the number of event and
data streams transmitted by a source that are received at the
host without error, and (iii) event and data latency is the time
between a source transmitting in the event contention slot
and the successful reception of the data stream at the host.
We compute all metrics based on 100 eLWB rounds using a
static protocol configuration, as listed in Table 3.

152



1

2

4

8
15

33

10

32

31 26

20
1923

24271816

28

6 22

Host

Source

Source with an event to disseminate

Figure 11. Indoor testbed deployment.
Table 3. eLWB parameters used in testbed experiments.

Parameter Description
T = 5, 10, 15s Round period T
Tevent = 40ms Event round time offset Tevent
Tdata = 60ms Data round time offset Tdata
M = 16 bytes Number of bytes per data slot

NS = 3 Max. number of transmissions for schedule slots

NE = ND = 2 Max. number of transmissions for all other slots

Results. As illustrated in Fig. 12 (top), the success rate
of event detection for all three contending source nodes is
100%. This means that despite the simultaneous event con-
tention slot transmissions, the host successfully identifies
that at least one event must be disseminated each round. In
order to evaluate a lower-bound performance, the host only
provides three data slots in the event round, during which
each node requests two data slots. The experimental results
show that all three source nodes disseminate their respective
event and data streams with a success rate above 98%.

The event and data latency represents the best-case delay
between an event detection and the successful dissemination
of both event and data streams. We evaluate this metric for
both eLWB and LWB protocols for each round, with the av-
erage presented in Fig. 12 (bottom). Firstly, we highlight that
the latency per source node using the eLWB is approximately
constant for all three round periods. This is the expected
and desired behavior, since the operation of the event and
data rounds are independent on the round period. Secondly,
the latency of each source node, i.e., 113.2ms for node 6,
142.8ms for node 22, and 169.8ms for node 28, differs only
by the duration of approximately two data slots. This is to be
expected in our implementation, as the host schedules two
data slots within the data round and assigns them in the or-
der the of source node identities, i.e., node 6 is assigned the
first two, while node 28 is assigned the last two data slots.

In order to highlight the superior responsiveness of the
eLWB protocol under contention, we compare against the
original LWB. We adjust all LWB configuration parame-
ters in order to improve its performance with respect to la-
tency. Specifically, we set the LWB maximum and mini-
mum round periods to Tmax = T , and Tmin =1s, respectively,
and request a stream with a negative start time and an inter-
packet-interval of Tmin a total of 40 times. Furthermore, and
most importantly, we analyze the LWB event dissemination
for only one source, i.e., node 6. This scenario represents
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Figure 12. (top) Event contention and dissemination met-
rics of the eLWB, and (bottom) the average event and
data latency of the eLWB compared to the LWB.

the absolute best-case scenario for the LWB, as simultane-
ous stream request transmissions would undoubtedly invoke
random back-off, thereby delaying event dissemination by
multiples of Tmin. In summary, the experimental results show
that the mean event latency of the eLWB is, at the very least,
five times better than the LWB, whilst providing reliable dis-
semination for the codetection of acoustic events.

4.2 Power Dissipation of Developed Prototype
We first experimentally evaluate the power dissipation of

the developed prototype under a static configuration, before
leveraging the event-triggered component model presented
in Sec. 2 to estimate the average power dissipation of the
system with alternative run-time configurations.

4.2.1 Static Configuration Measurement
Experimental Setup. We measure the power dissipation of
the developed prototype using a DC power analyzer at a sup-
ply voltage of 2.5V. The source node is allowed to reach a
steady operational state by synchronizing itself to the peri-
odic eLWB rounds initiated by the host. We emulate a real-
world acoustic signal by connecting an arbitrary waveform
generator to the input of the acoustic sensor interface and
playback an acoustic signal extracted from the field.

Results. Fig. 13 illustrates the power dissipation of the
prototype source node during periods of inactivity and dur-
ing the detection, characterization and dissemination of an
acoustic event. Approximately half a second into the exper-
iment, the multi-hop dissemination component awakes from
sleep mode and checks if there are any pending messages
in BOLT. As there are no messages, the component partic-
ipates in the eLWB round without initiating transmission in
the event contention slot, and returns back to sleep. At ap-
proximately five seconds into the trace, a real-world acoustic
signal is injected into the acoustic sensor interface, awak-
ing it from sleep, and subsequently triggering the acoustic
event characterization component. Once all features have
been extracted from the digitized acoustic signal, a message
is written into BOLT containing the event feature set. The
next eLWB round begins approximately half a second later,
and the pending message is read out from BOLT, thus trig-
gering multi-hop event dissemination. The source node in-
dicates an event by initiating a transmission during the event
contention slot and proceeds to disseminate the event using
the event and data rounds according to the eLWB protocol
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Table 4. Component power dissipation of the developed
prototype during periods of inactivity.

Component Ps
Acoustic Sensor Interface 6.2μW

Dual Acoustic Event Characterization 2.5μW
Processor BOLT Processor Interconnect 1.3μW
Platform Multi-hop Event Dissemination (T =15s) 52.8μW
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Figure 14. Probability density of input acoustic events for
alternative run-time configurations.

detailed in Sec. 3.3.2, before returning to sleep. As there are
no further acoustic events emulated, the source node awakes
five seconds later for the next eLWB round.

Table 4 lists the component-level power dissipation of the
developed prototype during periods of inactivity. In sum-
mary, the prototype dissipates 62.8μW during sleep state,
thus making it possible to support the codetection of acoustic
events for several years using medium-capacity batteries.

4.2.2 Adaptive Configuration Estimation
In practice, a system designer is not only interested in the

power dissipation of the system during periods of inactivity,
but also during realistic operating conditions with alternative
run-time configurations. In order to evaluate the impact of
component-level adaptivity, we leverage the logical event-
triggered component model presented in Sec. 2 to estimate
the average power dissipation of the developed prototype.

Simulation Setup. We consider a scenario where the de-
tection threshold for acoustic emissions is adjusted at run-
time. We randomly filter an acoustic event stream extracted

from the field to produce the probability density f̂τ1
(τ) for a

set of pevent values, as illustrated in Fig. 14. The choice of
pevent increases the average event inter-arrival time, thereby
decreasing the event arrival rate β, which is synonymous to
increasing the detection threshold. We then estimate the av-
erage power dissipation Pavg of each component according
to the analytical framework presented in Sec. 2.

Results. Table 5 lists the average power dissipation Pavg of
each component for three run-time configurations. As ex-
pected, the power dissipation of each component decreases
as the pevent decreases since the random filtering of events re-
duces the average rate at which acoustic events are detected

Table 5. Average power dissipation of system components
with alternative run-time configurations.

Average Power Dissipation Pavg
Component pevent = 1 pevent = 0.8 pevent = 0.7

Acoustic Sensor Interface 38.5μW 31.9μW 28.7μW

Acoustic Event Characterization 150.8μW 125.1μW 112.4μW

Multi-hop Event Dissemination 3.6mW 3.0mW 2.7mW

by the system. It is evident from the analysis that the dif-
ference in power dissipation of the multi-hop event dissem-
ination component between run-time configurations is up to
two orders of magnitude larger than the power dissipation of
the other two components.

5 Related Work
The PinPtr [34] sniper detection system, the volcanic

monitoring system presented in [38] and the environmen-
tal monitoring system in [14] all perform continuous sam-
pling of an acoustic sensor, which leads to limited opera-
tional lifetime or necessitates appropriately dimensioned en-
ergy harvesting capabilities. We present a solution based on
sensor-initiated wake-up, ensuring event characterization is
performed only when an event actually occurs, therefore re-
ducing energy consumption during periods of inactivity.

CargoNet [29] and the structural monitoring system pre-
sented in [25] are the closest to our work with respect
to sensor-based wake-up and multi-hop data dissemination.
The node used in CargoNet also employs an ultra-low power
comparator to detect events but relies on an RFID transpon-
der to initiate the communication of stored measurements.
The sensing platform presented in [25] continually samples
a strain gauge at 100Hz in order to start the acquisition and
signal processing of its attached acoustic sensors, before the
data is transmitted using Low-Power Listening [31]. Our so-
lution not only integrates an ultra-low power acoustic inter-
face, but also incorporates a responsive and energy efficient
wireless protocol that supports dissemination when an event
is simultaneously detected by multiple nodes.

Zahedi et al. [40] present a passive wireless sensing sys-
tem where an acoustic emission signal is directly modulated
onto a high-frequency carrier. A high-powered reader gener-
ates the high-frequency carrier, and demodulates the received
signal in order to recover the acoustic emission signal. While
this solution is a very elegant single-hop solution between
sensor and reader, it does not easily scale to a multi-hop net-
work scenario due to limitations in communication range and
challenges associated with concurrent transmissions.

6 Conclusions
This paper presents the design, implementation and eval-

uation of an efficient event-triggered wireless sensing sys-
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tem. We introduce a logical component model that encapsu-
lates adaptability, responsiveness and energy efficiency de-
sign constraints, and we demonstrate how this model can be
used to facilitate the design and implementation of a wireless
acoustic emission sensing system. An experimental evalua-
tion of the developed prototype demonstrates significant ad-
vances in the state-of-the-art with respect to the responsive-
ness of multi-hop event dissemination under contention, and
the ultra-low power dissipation of an event-triggered wire-
less sensing system during periods of inactivity.
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