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Abstract
The technological advances of the Internet of Things

(IoT) have matured enough the last few years and real-world
deployments in smart city and building environments have
emerged. The IoT promises significant improvements in the
everyday life of people, but its performance in real deploy-
ments has not been studied thoroughly, especially due to the
fact that IoT devices, although constrained, are supposed to
provide multiple concurrent services. This raises concerns
for the performance of the IoT network, especially since
IoT devices are mostly constrained and sensor networks can-
not support high traffic. Additionally, when IoT devices
are equipped with extra security mechanisms, their network
performance might be downgraded, because the secure data
transmissions require extra signalling, such as for encryption
or integrity protection. This work discusses the network reli-
ability of real IoT deployments, taking as example a deploy-
ment in Heraklion, Greece. The evaluation results follows
also a discussion section with lessons learned.

Categories and Subject Descriptors
C.2.5 [Computer Systems Organisation]: Computer-

Communication Networks—Local and Wide-Area Net-
works; B.8.1 [Hardware]: Performance and reliability—Re-
liability, Testing and Fault-Tolerance

General Terms
Performance, Reliability, Security, Experimentation

Keywords
Internet of Things, Smart Cities, Network reliability, Se-

cure deployment

1 Introduction
More than 60% of the earth population will be living in

cities by the year 2025 and there will be more than 30 cities
with population above 10 million people. The increasing
number of people living in urban areas has called for radi-
cal changes in the way that cities are organised and the type
of services they provide to their citizens [9]. Smart cities
have emerged as a promising concept for providing advanced
public services, improving among others the quality of life of
citizens. The Information and Communication Technologies
(ICT) and especially the Internet of Things (IoT) are con-
sidered as the main drivers for boosting the deployment and
provisioning of smart city applications and services.

In the last decade, the developments in the IoT do-
main have become very mature and this facilitated the in-
stallation of IoT systems in many cities around the world.
Within Europe, smart city deployments exist nowadays in
many cities, for example in Santander [11], Amsterdam [4],
Barcelona [3], London, Copenhagen, etc1. These deploy-
ments are realized with the installation of hundreds or thou-
sands of sensors in outdoor and indoor environments, en-
abling the provision of various applications: environmental
monitoring, building energy consumption, indoor comfort
quality monitoring, traffic and waste management.

The deployment of sensors in city areas is not a triv-
ial thing. Both in indoor and outdoor city areas, installa-
tions of WiFi access points are very common for provid-
ing free Internet access to the citizens. In smart city de-
ployments, installed sensors should coexist with WiFi ac-
cess points in a harmonized way for providing applications
of a standard quality. However, as it has been proved in the
literature, when there is coexistence of IEEE 802.15.4 and
IEEE 802.11, the performance of IEEE 802.15.4 degrades
severely. This can cause significant increase in the packet
losses due to interference [13, 6, 17]. Hence, it is evident
that the existence of WiFi access points must be taken into
account when deploying sensors and gateways in municipal
areas. Additionally, the existence of buildings and walls is
also affecting the performance of wireless networks, because

1https://www.fastcompany.com/3024721/the-10-smartest-cities-in-
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the signal degrades as it passes through concrete walls.
In this work, we describe the experience with respect to

network reliability of IoT smart city installations, by pro-
viding and analysing link quality measurements in a secure
IoT deployment in the city of Heraklion in Greece that was
built through RERUM [16]. The measurements were gath-
ered during extended experiments performed in the evalua-
tion of the RERUM project and used within WiVi-2020 2 for
assessing the interference between IoT devices. The struc-
ture of the paper is as follows: Section 2 provides a brief
overview of the experimental testbed deployed in the city of
Heraklion and used for the evaluation of the network reliabil-
ity. Section 3 provides the background on the link quality in-
dicators and the method followed for the evaluation. Section
4 provides the measurements and the analysis of the network
reliability, as well as the availability and timeliness of the
devices. Section 5 provides a discussion and best practices.

2 Heraklion Smart City Deployment
2.1 Deployment Description

As part of the activities of EU projects, we have installed
and deployed a smart city IoT-based testbed in the city of
Heraklion, Greece. The IoT system targeted initially four
main applications, in outdoor and indoor deployments: (i)
indoor applications for building energy monitoring and for
comfort quality monitoring and (ii) outdoor applications for
environmental monitoring and traffic management.

The basic physical components of the IoT deployment
are: (i) the IoT Devices, (ii) the IoT Gateways, (iii) the Ap-
plication Server, (iv) the Security Center and (v) the IoT
Middleware. All deployments were connected to the same
secure IoT middleware, which was developed within RE-
RUM [8] as an extension of the OpenIoT middleware [15].
For the rest of this work, we consider only the devices and the
gateways, since the focus is on evaluating the network relia-
bility of the deployments. The measurements were gathered
by the devices and extracted by log files on the gateways.
However, since the network measurements were exposed as
services by the middleware, one could also get the measure-
ments directly from the middleware.

The deployment includes several indoor and outdoor de-
vices that are exposing services, sending data to the middle-
ware through the RERUM gateways. The devices used in the
deployments were based on the Zolertia RE-Mote device 3.
The RE-Mote is based on the CC2538 ARM Cortex-M3 sys-
tem on chip with an onboard IEEE 802.15.4 2.4GHz inter-
face, but is also capable to use the subGHz bands at 868MHz
for long distance communications with the CC1200 chip that
also has onboard. The RE-Mote has 32KB of RAM nd low
energy consumption. For the RERUM system the software
was built based on the Contiki Operating System [5].

Due to the different nature of the physical environments
in indoor and outdoor communications, and to avoid interfer-
ence between the gateways, different frequencies and pro-
tocols were used. For the indoor communications, the de-
vices use the channel 26 at the 2.4GHz band of the IEEE
802.15.4, while the outdoor devices are configured to use the

2http://wivi-2020.eu
3https://zolertia.io/product/re-mote-suite/

subGHz band at the 868MHz, to ensure the communication
at longer distances. The use of subGHz in the indoor deploy-
ments is avoided because of the concerns of the employees
of the municipality although it would possibly have better
network performance. Moreover, the devices use 6LoWPAN
and RPL for routing. The route between the devices and the
gateways is being handled by the RPL and it is not always
single-hop. For some devices, the route changes over time
according to the traffic and the interference. The use of RPL
and not static routes was intentional in order to have better
performance and avoid dropped links.

The gateways are developed integrating a RaspberryPi 4

and a RE-Mote in order to be able to interconnect the de-
vices to the middleware servers. We remind here that the
devices are using IPv6, while the middleware is using IPv4,
so network and protocol translation were developed to al-
low the devices to “talk” to the middleware and the applica-
tions. Additionally, the devices are using CoAP to expose re-
sources and services. The middleware sends CoAP [12] OB-
SERVE requests to get subscribe and get the measurements
from the devices. At the gateways, the CoAP californium
is used for allowing the communication with the devices us-
ing CoAP. The devices have multiple sensors on board, so
they are exposing many services occupying a lot of RAM.
The RE-Mote has 16KB of RAM retention, which was not
enough for exposing all the services that the devices provide,
thus radio duty cycling was disabled for allowing the usage
of the whole 32KB of RAM.

2.2 Security Impact on Communications
The target of the deployment was to build a smart city IoT

system based on the concepts of security, privacy and relia-
bility by design. As a result, there are various security and
privacy mechanisms that are employed in the deployment:
(i) data minimization on the devices, (ii) DTLS-based com-
munications, (iii) encryption based on Compressive Sensing
(CS), (iv) integrity protection based on digital signatures,
etc. Although these mechanisms improve the system secu-
rity, they also affect its performance as shown in [1] because
they increase the signaling and the packet sizes. This affects
the wireless traffic, which normally has an impact on the net-
work reliability.

As described in [10], there is significant communication
overhead added due to the security mechanisms that are em-
bedded on the IoT devices. As measured in these laboratory
tests, the Integrity Protection mechanism more than doubles
the packet size, with an increase of 171% in the packet size,
due to the fact that every packet should carry apart from
the actual measurement the signed measurement, which is
a much longer string. Similarly, as described in [7], DTLS
has an increas of on average 21 bytes per packet, so here with
a packet size of 46 bytes, the increase is approximately 45%.

As described in [1], compressive sensing reduces the
communication signaling significantly, even by 50% depend-
ing on the measurement type, but in this deployment, only a
couple of devices were using compressive sensing and only
for temperature and humidity, so CS did not have a signifi-
cant impact on the communications. Finally, it is important

4https://www.raspberrypi.org/products/raspberry-pi-2-model-b/

285



to notice that a self-monitoring mechanism was also run-
ning on the network, gathering network statistics from the
deployed devices every 30 seconds. This creates additional
traffic in the network and increases the communication over-
head for more than 25% as shown in [10].

From the above, it is obvious that the usage of security
mechanisms on the network has a significant impact on the
communications, increasing the signalling. The goal of the
experiments is to see how much these security mechanisms
and the overall deployment affect the network reliability.

3 Network Reliability Indicators
According to [14], network reliability is the ability of a

network to perform a designated set of functions under cer-
tain conditions and for specified operational times. Relia-
bility is different than availability, which is considered as the
ability of a network to perform its functions at any time under
certain conditions. Basically, availability is normally a met-
ric used to measure the percentage of time that a network is
functioning according to some standards and usually is mea-
sured (among others) with the uptime. However, we can say
that reliability supersedes the availability and measures also
the “quality” of the network.

In this work, we focus on measuring and evaluating the
reliability of the wireless links of the smart city deployment,
both indoor and outdoor, giving also measurements with re-
spect to the availability and timeliness of the devices.

The link quality can be measured taking into account met-
rics already available at the wireless interfaces. Normally
in sensor networks, the link quality is measured by the Re-
ceived Signal Strength Indicator (RSSI) and the Link Qual-
ity Indicator (LQI). RSSI is a common measurement of the
link strength and basically is the logarithm of the received
signal measured at each packet arriving at the device. LQI
depends on the radio transceiver modulation process and is
also measured at each packet. Both values are available in
Contiki and have been exposed through a COAP resource.
RSSI and LQI provide significant information about a given
link between two communicating devices and basically the
next hop to the gateway [2].

The RSSI value is given by the formula (1) using the Friis
free space path loss model. It depends on factors like the
distance between devices, the gain of the antennas used by
the devices, and the transmission power. A RSSI value close
to the receivers sensitivity typically indicates a link suscep-
tible to break down and may be the cause of messages being
lost, provoking the network healing processes to be triggered
often thus also increasing network traffic and congestion.

RSSI = 10∗ log(PRX/Pre f ) (1)

where

PRX = PT X ∗GRX ∗PT X ∗ ( λ
4πd

)2 (2)

and Pre f is the received power of a reference signal.
Table 1 shows the sensitivity of both transceivers on-

board the RE-Mote platform. A first approximation to assert
a wireless link is to estimate the available link budget, given
by the sensitivity of the radio and the transmission power in
general (considering the radio transceiver output power and

Table 1. RE-Mote’s radio transceivers and link budget
Radio
Transceiver

Sensitivity TX
power

Antenna
gain

Link
budget

CC2538
(2.4GHz)

-97dBm 7dBm 5dBi 109dB

CC1200
(868MHz)

-109dBm 12dBm -2dBi 119dB

antennas used). Notice that the antenna gain value given in
Table 1 is the worst-case scenario, and there is room for im-
provement if using antennas with higher gain.

Figure 1. Link budget and Range expectations for (a)
2.4GHz and (b) 868MHz deployments

These values were used in the Texas Instruments range
calculator 5 to obtain a practical approximation of the maxi-
mum expected range. As shown in Figure 1 , the maximum
expected range (without any obstacles and plain line of sight)
is about 1.8Km for sub-GHz links and 251mt for devices in
the 2.4 GHz band. These results provide a rough estima-
tion on how far the devices may be deployed, and how much
margin for external factors like obstacles do we have.

On the contrary with RSSI that is calculated regard-
less of the interface, the LQI value is specific to the radio
transceiver. In both radio interfaces used by the RE-Mote,
the LQI indicates how well the signal is demodulated on the
receiver side, thus indicating whether the link may be af-
fected by phenomena like interference due to noise or other
devices in the network.

In the case of the CC2538 2.4GHz radio transceiver, a cor-
relation value of approximately 110 indicates a maximum-
quality frame, whereas a value of approximately 50 is typ-
ically the lowest-quality frame detectable by the radio. For

5https://e2e.ti.com/support/wireless connectivity/

proprietary sub 1 ghz simpliciti/f/156/t/375556
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the CC1200 sub-GHz radio the LQI value ranges from 0 to
10, where zero reflects a packet being cleanly demodulated.

The RSSI and LQI provide metrics to evaluate how good
the wireless links are, taking into account any problems
caused by static obstacles (buildings, trees), or derived from
bad installation (antenna orientation or disconnection). The
RSSI also determines whether there is enough margin to
mitigate the effect of random events such as rain or traf-
fic. Lastly, the RSSI and LQI may be further used to as-
sert whether the network statistics indicators such as packet
drops and CRC may be derived from the link conditions.

Apart from RSSI and LQI, the network and link-layer
statistics can also be used as metrics to evaluate the relia-
bility of a wireless link. These statistics allow quantizing the
required effort to maintain the network topology and to en-
sure end-to-end communication between the devices and the
server. The monitored values are:

• IP packets sent and received

• Received packets with bad CRC

• Failed transmission attempts due to channel congestion.

The network statistic values are gathered by the RPL
and link layer modules of Contiki and are exposed through
COAP resources. The “uptime” value is also used to accu-
mulate the network statistics values in cases the device has
been restarted. The obtained values are then to be correlated
to the link quality indicators, to provide a better insight on
the devices availability in terms of reliable wireless links.

4 Evaluation of Network Reliability
Figure 2 shows the topology of the indoor deployment.

The outdoor devices are deployed in two locations and are
around the central square of the city in short distances but
with buildings between them and the gateway. The indoor
devices are deployed in the same area and they span in two
adjacent buildings. The devices send continuously multiple
measurements (temperature, humidity, noise, light, weather,
gases, etc.) with different periods between 30s and 2 min.

4.1 Outdoor Deployment Network Reliability
The link quality measurements of the outdoor devices are

shown in Table 2. The devices use the sub-GHz radio inter-
face with a multiband antenna, and the obtained results are
within the RSSI and LQI margins (the deviation is shown
in the “RSSI dev” and “LQI dev” columns). The table does
not show the link layer errors due to bugs in the CC1200 li-
brary. We have to remind here that the RSSI is measured per
hop and not between the device and the gateway. Thus, for
a multihop link (like the E03) the RSSI measures the signal
strength between E05 and E03.

As shown in the table, the RSSI minimum observed value
is in most cases on average more than 30dB higher than the
transceiver sensitivity, allowing the mitigation of the signal
degradation in cases of obstacles and others disturbances. In
the worst case of E05 and E07, the lowest RSSI is measured
at -93dB, which is still 16dB higher than the sensitivity. At
a closer look, the device L02 in the Lions Square scenario is
the farthest located with respect to the gateway (100 metres)
with two buildings in between. However, the link budget is
enough to allow wireless communication, as the minimum

Figure 2. Network topology for (a) indoor and (b) out-
door deployments

RSSI observed value is still 33dB above the transceiver sen-
sitivity. This shows that in outdoor smart city scenarios, the
subGHz band works perfectly with respect to the RSSI level.

Figure 3 shows the histogram of the RSSI levels of all the
outdoor devices for all the measurements. This shows that
most devices have an RSSI between -52dB to -77dB, while
there is also one device that has a much higher RSSI (since
it is very close to the gateway). This figure helps to show
that the outdoor links are quite good and there shouldn’t be
network outages due to bad connections.
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Figure 3. Histogram of the RSSI of outdoor devices

The RSSI and LQI metrics do not really show the whole
picture with respect to the network reliability. One device
might have very high values in these metrics, however due
to collisions, errors or interference, it might be unresponsive
and unable to send data correctly. Another metric used to
evaluate the reliability of the wireless links is the “data time-
liness” metric. This metric can be calculated by assessing the
timeliness of the information exchanged, in order to identify
lost packets or excessive delays compared to the expected
delivery time of the packets. The “Data Timeliness” (DTi)
can be calculated as a percentage of the actual interarrival
time of the data compared to the scheduled frequency of the
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Table 2. Outdoor deployment measurements
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L01 -72.1 2.51 -80 6.75 2.29

L02 -75.38 1.14 -80 7.18 2.15

L03 -51.31 6.87 -79 7.27 2.38

E01 -60.22 2.75 -86 6.45 2.24

E02 -66.6 2.18 -87 7.09 2.44

E03 -61.17 2.09 -78 6.58 2.27

E04 -58.34 2.39 -75 6.7 2.21

E05 -73.46 2.94 -93 6.77 2.27

E06 -53.95 1.99 -63 7.06 2.31

E07 -44.09 7.21 -93 7.62 2.48

data transmission. Thus, DTi =
IAm−IAexp

IAm
, where IAm is the

measured interarrival time of the data and IAexp is the ex-
pected interarrival time. For the outdoor measurements, the
CDF of the data timeliness is shown in Figure 4. It is obvi-
ous that apart from one set of measurements for one device
(noise measurements), almost all other data from all devices
have a timeliness of more than 90%, which is very high and
shows that the outdoor links are quite reliable.
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Figure 4. CDF of data timeliness in outdoor deployment

4.2 Indoor Deployment Network Reliability
For the indoor deployments, we considered measure-

ments in two different locations, one (Androgeo) at the cen-
tral square next to the outdoor deployment and another one
at another building (Poleodomia). The link quality mea-
surements of the indoor devices are summarized in Table 3.
These devices use the 2.4GHz radio interface with a 5dBi
antenna sharing the IEEE 802.15.4 channel 26 but with dif-
ferent PAN IDs between the two buildings.

Overall, all devices show normal link quality indicators
considering the topology shown in Figure 2. The devices of-
ten change routes and may select new parents depending on
the choices of RPL, but due to the location of the devices is
safe to assume i.e. device A12 will always perform multi-
hop to reach the GW, since it has to go through two floors,

Table 3. Indoor deployment measurements
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A03 -41.99 0.11 -42 107.19 0.47 12.1 0.5

A02 -57.06 0.96 -58 109.78 0.53 6.1 0.5

P06 -74.25 4.04 -92 101.95 13.2 51 2.1

A08 -41.38 0.49 -42 106.97 2.45 10.1 0.4

A05 -66.31 2.96 -73 106.84 4.26 4.9 0.6

A09 -88.6 1.14 -92 106.6 0.73 11.9 3.6

A12 -87.26 0.45 -89 106.67 2.19 23.2 0.5

A13 -88.97 1.57 -99 106.21 2.19 1.2 0.1

A04 -79.16 1.07 -82 106.9 0.75 3.5 0.8

A10 -77.96 1.03 -81 106.87 0.59 1.2 0.3

A07 -81.15 0.44 -81 107 0.41 3.6 0.5

typically via A08 or A07. The values shown for these multi-
hop devices correspond to the link to their parents and not the
gateway. The difference in the RSSI values due to obstacles
in the line of sight is noticeable, as devices in the same lo-
cation with the gateway have up to 15-20dB difference with
respect to devices in different rooms or floors.

The most critical link is towards A13 as it goes through a
thick wall to reach the gateway and also serves as an inter-
mediate node to PO6. The minimum RSSI value of the link
is -99dBm, which is 1dB below the radio sensitivity, but still
allows the communication to take place. This link is gen-
erally stable and not prone to losses due to signal strength,
as only a very small percentage of the observed values are
within a 10dB margin respect to the maximum sensitivity.

The link quality remarks presented above compared to the
network performance values shown in Table 3. The device
A13 in overall has a low percentage of lost packets due to
failed CRC checks, and as shown in the TX cca column, it
can send packets without having to back-off and retry due
to failed CCA (clear channel assessment) checks. However,
its child device, PO6 has the second highest percentage of
dropped packet due to malformed packets, and per packet
transmitted must check the medium and transmit more than
two times due to congestion. The same tendency is shown
in devices like A12, A09 and A04, having in common being
more than one hop away from the gateway.

Figure 5 shows the histogram of the RSSI of the indoor
devices. It is obvious that here the RSSI is much worse than
in the outdoor deployments. Apart from two devices that are
close to the gateway, all other devices have quite low RSSI,
in the area of -90dB. This raises concerns with respect to the
network reliability, but in order to have an overall picture,
one has to see also the packet losses and the data availability
and timeliness. The percentage of lost packets is shown in
Figure 2 next to the device name. The devices are colored
in green if the percentage of lost packets is low, with yellow
if the percentage is medium and with red if the percentage
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of lost packets is high. It is evident that devices close to the
gateway have very good and reliable wireless links, with not
many lost packets, even if they are also playing the role of
forwarding packets to more distant devices.
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Figure 5. Histogram of the RSSI of indoor devices

Figure 6 shows the data timeliness for the indoor devices.
Here, the situation is much different than in the outdoor sce-
nario. Although many devices and data have quite high time-
liness percentage (as expected), there are some devices and
data that have medium to low timeliness, going down to even
10-20%. We should notice here the light measurements for
device A04 are the ones that have very low timeliness, with
almost 10% and the PM10 measurements of the same device
have a timeliness of 20%. This is quite interesting because
the link of A04 is considered (judging by the RSSI, LQI) as
quite reliable, but still, although all other metrics are very
good, it shows that for these measurements there are either
delays in sending the measurements or there are buffer over-
flows and the measurements are discarded.
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Figure 6. CDF of data timeliness in indoor deployment

5 Conclusions and Lessons Learned
In this work we present an experimental evaluation of the

network reliability of a real smart city deployment in the
city of Heraklion, Greece. The measurements were extracted
during the system trials in the period of two months. The de-
vices were continuously sending application-level data and
network statistics and both were considered for the network
reliability evaluation. The network reliability was assessed
considering metrics for the RSSI, the LQI, the packet losses
and the data availability. It is shown that considering only
the RSSI or the LQI one cannot estimate the reliability of the
wireless links and additional metrics for the interarrival time
of the data and the packet losses have to be considered.

The outdoor links behaved very well, with very high RSSI
and LQI values, quite low percentages of lost packets and
very good data availability in almost all devices and mea-
surements. This is quite interesting, since at some devices,
their distance to the gateway is very long, for example the
E03 device that has to go through three hops to reach the
gateway. This shows also that using the cc1200 and the sub-
GHz band for outdoor installations is a perfect choice, since
it allows reliable communications even in long distances.

The indoor links behaved on average well enough. Al-
though the RSSI and LQI values in all devices were well
above the sensitivity thresholds, the lost packets in some de-
vices were quite high and the data timeliness in some links
was quite low. This is explained by the use of the 2.4GHz
interface, which does not behave well when there are walls
between the devices, degrading the signal and its quality.
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