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Abstract

In order to extract relation and reason efficiently in knowl-
edge graphs, entities and relations are encoded into a contin-
uous low-dimensional semantic space. In the negative sam-
ples generating stage, most knowledge graphs embedding
methods pay more attention to replace head or tail entities
for high-efficient training, and seldom to replace relations.
These negative sample Generating methods contribute little
for relation prediction. In this paper, we propose a new neg-
ative triplet generating method. Compared to those methods
which replace only the entities such as TransE, TransH and
TransR, the proposed method replaces both the entities and
the relations in appropriate proportions. Experimental re-
sults on several classical data sets such as WN18 and FB15K
show that the proposed method significantly outperforms o-
riginal methods in the accuracy of the relation link prediction
with little impact on the entity link prediction. According to
the experimental results, we also find that the ability of the
relation link prediction increases and the ability of the entity
link prediction decreases when the proportion of the relations
replacement probability increases.

1 Introduction

In recent years, knowledge graphs have been used as
important resources in many fields, such as interactive re-
trieval [6], intelligence analysis [8] and intelligent question
answering [11]. Some famous knowledge graphs, such as
FreeBase [1], WordNet and YAGO [15], store vast amounts
of structured data usually in the form of triplets (head enti-
ty, relation, tail entity) (abridged as (h,r,r), each of which
indicates that there is a relation between the head and the
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tail in real world. For example, the triple (Beijing, the cap-
ital of, China) indicates that there is a relationship between
the head entity ”Beijing” and the tail entity ”China” as “the
capital of”. Although current knowledge graphs contain mil-
lions of entities and billions of relational facts, there are stil-
1 huge amounts of unobserved relational facts. Knowledge
representation learning, as an efficient way to automatical-
ly predict the unknown relational facts, completes knowl-
edge graphs. It embeds the semantic information of the en-
tities and relations in knowledge graphs into the dense low-
dimensional real-valued vectors, which can fully reveal the
semantic relation between the entities and the relations. Be-
cause of the advantage, many methods of knowledge repre-
sentation learning are proposed. These methods are usual-
ly divided into two categories: Tensor Factorization Based
Methods and Mapping Based Methods. The former contains
RESCAL [13], DistMult [20], HolE [12], etc., and the latter
contains Unstructured Model (UM) [2], Structured Embed-
ding (SE) [4], and Translation-based methods [3, 17, 10, 18].

Among these methods, the margin-based score func-
tion [4] usually is utilized as the training objective, which
separate a positive triplet and its corresponding negative
triplet. But there is a difficulty in training with the margin-
based score function. There are only positive triplets in
knowledge graphs. Usually, a negative triplet is construct-
ed by replacing the head or tail entity of a positive triplet
randomly. Because of the simplicity and easy implementa-
tion, it’s widely used by some translation-based knowledge
representation models, such as TransE, TransH, TransR, etc.
However, this simple randomly replacing method may in-
troduce many false negative triplets in the training process.
Here, the false negative triplet is the positive triplets which
are mistakenly treated in training as a negative example. Be-
cause it is not possible to traverse all the positive triplets
when constructing negative examples, false negative triplets
cannot be avoided, and they can only be reduced by reason-
able sampling. The TransH improves the negative triplets
constructing method by setting different probabilities for re-
placing the head or tail entity. In TransH, according to the
mapping property of the relations, such as reflexive, one-to-
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many, many-to-one and many-to-many, the head or tail enti-
ties are replaced in different probabilities when constructing
negative triplets. Thus, the head entity in one-to-many rela-
tions will get more chance to be replaced, and the tail entity
in many-to-one relations will get more chance to be replaced.
This improvement, widely used in many methods [10, 20],
can effectively reduce the probability of generating false neg-
ative triplets, and improve the accuracy of the entity link pre-
diction. To achieve better results in the relation link predic-
tion, some presentation models, such as TransG [18], IKR-
L [19], replace the relation of a triplet to construct the neg-
ative sample for training. However, because of the imbal-
ance of randomly sampling and the unsuitable proportion
of replacing probabilities between the relation and entity in
a triplet, it may introduce many false negative triplets into
training and lead some errors for link predictions.

In this paper, we propose a novel method to generate neg-
ative samples by introducing flexible relation replacements.
Furthermore, by analyzing the impact of the proportion of
the probability of relation and entity replacement on the per-
formance of link prediction, we propose the proper propor-
tion of probabilities to replace relations and entities accord-
ing to the number of entities and relations in the knowledge
graph. And this proportion and our negative samples gener-
ation method are verified through the experiments. In order
to evaluate the performance of link prediction of knowledge
representation models with our training method more com-
prehensively, we adopt both the entity and relation predic-
tion protocol. Experiments show that our negative examples
generation method can improve the performances of relation
prediction, meanwhile, with a little influence on entity pre-
diction. Indeed, we find that, in general, when the probabili-
ty of relation replacement decreases, the accuracy of relation
link prediction decreases, and the accuracy of entity link pre-
diction increases. When the probability of relation replace-
ment increases, the accuracy of relation link prediction in-
creases, and the accuracy of entity link prediction decreases.

The remainder of this paper is organized as follows. In
Section 2, the related work are summarized. Then, there is
an elaboration on our negative samples generating method
in Section 3. And the proposed negative sample generating
method is compared with the original methods in three mod-
els to verify the effectiveness of the improvement in Section
4. Finally, the conclusion and the future research directions
are given.

2 Related Work

The negative sample generation is crucial for the train-
ing of knowledge representation models. The higher quality
of negative samples, the more it can contribute towards the
training efficiency. Given a positive triplet (h,r,t) € S, we
can simply generate some negative triplets by replacing ei-
ther the head entity % or the tail entity ¢ with a random entity
sampled uniformly from the entity set E. So we can get a
negative triplet (4, r,t) or (h,r,t'), and the set of these nega-
tive triplets is marked as S’. Note that we should ensure that
this negative triplet does not appear in set S. Then we can

describe the negative triplet set as follows, i.e.,

S'={(W,nt)|h,/;t cEAr€R
A(h,rt) € SA(W,nt) ¢ S} |
U{(h,nt)| h,t,t' €cEATrER 1)

A(h,rt) € SA(h,rt') ¢ S}.

In the training procedure, this method denoted as “unif” just
simply generates negative triplets by uniformly replacing
head or tail entities. However, this method is convention-
al, and it might introduce false-negative samples which are
unobserved real fact. For example, given a triplet of (Kobe-
Bryant,Career,Player), this method may generate a false-
negative example (YaoMing,Career,Player). This triplet
may not exist in positive sample sets, but it is real.

By setting different probabilities for replacing the head
and the tail, TransH improves the approach of negative ex-
ample generation to reduce such false-negative examples and
denotes it as "bern”. Specifically, it give more chance to re-
place the ”one” side, i.e. more opportunities are allocated for
head entity replacements if the relation is 1-to-N, and more
opportunities are allocated for tail entity replacements if the
relation is N-to-1. For example, the relation Gender is an
N-to-1 relation. Given a triplet (YaoMing, Gender,Male),
we can ensure the tail-replaced negative triplets (YaoM-
ing,Gender,Female) and (YaoMing,Gender,China) both are
true negative samples, but the head-replaced one (Kobe-
Bryant,Gender,Male) can almost be considered a false-
negative sample. Obviously, the triplets which contains the
N-to-1 relation, such as Gender, are more likely to gener-
ate real negative triplets by replacing the tail entity. In this
way, it can reduce the chance of generating false-negative
samples.

In TransG [18], negative triplets are generated not only
by replacing the head or tail entities but also by replacing the
relation r with a random relation uniformly sampled from the
relation set R, i.e.,

S'={(W,nt)|h,W,t cENr€R
A(hyrt) € SA(H i) ¢ S}
U{(h,n,t")| hyt,t' €EEATr€R )
Ahrt) € S A(hrt') ¢ S} 2)
U{(h,r )| h,t eEAr,r €R
A(hyrt) € SA(h,r 1) ¢ S}.

They just simply generate negative triplets by replacing en-
tities and relations with equal probability, and ignore the im-
pact of the proportion of entity and relations replacement
probabilities on the performance of entity and relation pre-
diction.

In order to improve the quality negative training samples,
the Type-Constraints [9] adopt a strategy by constraining the
entities’ range to generate negative samples. Inspired by gen-
erative adversarial networks (GANSs) [7], KBGAN [5] adopts
some knowledge embedding models as the generator to con-
struct better quality negative samples. To achieve the ex-
cellent efficiency of training, ComplEx [16] investigates the
influence of the proportion of positive and negative samples.
The investigation shows that more negatives samples gener-
ated per positive one can lead to better results, and 50 nega-



tive samples per positive is a good trade-off between accura-
cy and training time.

In this work, we introduce the relation replacement into
the negative sample generation, moreover, set different re-
placement probabilities for entities and relations to achieve
better results on both entity and relation predictions.

3 The Proposed Negative Samples Generating
Method

In this section, a novel method of generating negative
samples is proposed to improve the training procedures of
knowledge representation models. In the proposed method,
the negative samples set S’ is generated by replacing the head
entity h, the tail ¢ or the relation r in the positive triplet
(h,r,t) € S, and only one item in each observed triplet is re-
placed at a time. How to set the probability of relation and
entity replacement is the focus of this paper. We solve this
problem in two steps. First, the entity replacement probabil-
ities and relation replacement ones are set according to the
numbers of entities and relations in knowledge graphs, next
the head and tail entity replacement probabilities are set ac-
cording to two statistics among all triplets of the relation 7:
1) the average number of tail entities per head entity, and
2) the average number of head entities per tail entity. The
detailed description is as follows.

In many knowledge representation models, the margin-
based score function is usually utilized with negative sam-
pling as objective for training:

L=Y Y [+rko-fr)], 3

(h,rt)eS (W ' 1")eS!

Here, (h,r,t) is a positive example in training sets which is
extracted from knowledge graphs, (K',r,1') is the negative
one, Y is the margin separating positive and negative triplets,
[x]+ denotes the positive part of x, and S’ denotes the negative
set. Different from the assumption of other loss functions
which considers the negative examples should be false, this
loss function just assumes that negative examples are less
valid than positive ones. And it makes negative examples get
lower scores than positive ones.

The optimization of formula (3) can be carried out by s-
tochastic gradient descent (SGD) [14] in minibatch mode.
The detailed training procedure is described as follows. First,
all embedding vectors of entities and relations are initialized
randomly from uniform distributions. Next, at each iteration,
the embedding vectors of entities and relations are normal-
ized. Then, a small set of positive facts is sampled from the
set S, and for each of them, a negative triplet is generated
accordingly. The positive facts and the generated negative
ones are treated as training examples of the minibatch. And
the embedding vectors of entities and relations in the mini-
batch are then updated by a gradient descent with constant
learning rate.

In order to improve the training procedure of knowledge
graphs embedding methods, such as the TransE, TransH and
TransR, we extend the negative example space by corrupting
triplets with relation replacements. So our negative triplet
sets can also be described as formula (2) in Section 2. Then,
a novel method is proposed to generate negative triplets, and

applied to three representation models, including TransE,
TransH and TransR. Inspired by the method of TransH, we
set different probabilities for replacing the relation, head en-
tity or tail entity in the positive triplet.

First, we define the probability of relation replacement as
a real value variable o, and o € [0,1]. So the probability of
entity replacement could be easily deduced as 1 —a, i.e.,

Phead +Ptail =l-a (4)

where P.q4 denotes the probability of head entity replace-
ment, and P,,;; denotes the probability of tail entity replace-
ment.

Then, inspired by TransH, we assign different probabili-
ties for head/tail entity replacement. The probability of head
entity replacement is obtained as below:

tph
Phegs = (1 —0) ———— 5
head ( )tph—i—hpt ( )
,and the probability of tail entity replacement is obtained as
below:

hpt
tph+ hpt

Next, we need to explore the value of q, i.e., the probability
of relation replacement o € [0, 1]. If o = 0, the relations are
not replaced when the negative triplets are generated, and our
negative samples generation method is equivalent to original
method. If & = 1, our method generates negative triplets only
by replacing relations in the positive samples. The number of
relations, in general, is much smaller than entities in knowl-
edge graphs. Thus, in this case, the negative sample space
is reduced so much that the models cannot get sufficiently
trained.

Taking into account the feature of knowledge graphs in
terms of the number of entities and relations, we also propose

N, . . .
=——telation " here Nyojarion 18 the number of relations,
Nenul,\‘ +Nyelation

and Nesjry is the number of entities. For short

Plail = (l - OC) (6)

Nrelation

i Nentit)'+Ni'elzlti[rn
is denoted as 1. This value measures the diversity of rela-
tions of the data sets. In section 4, the experimental results
indicate the impact of the probability of relation replacement
o on the performance of entity and relation prediction and
verify that the -~ is an appropriate probability of relation

L etr
replacements in next.

4 Experiments

In this section, the proposed negative samples generat-
ing method is verified on FB15K and WN18 datasets for the
tasks of entity prediction and relation prediction. The impact
of the probability of relation replacement is also investigated.
First, the datasets FB15K and WN18 are introduced. Then,
in the experimental setup, our evaluation protocol and imple-
mentation are described. In particular, in order to analyze the
impact of replacing probability on the entity and relation pre-
diction, we select the relation replacement probabilities from
a list of real values between 0 and 1.0. The experimental re-
sults show the effectiveness of our improvement in negative
samples generating method.
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4.1 Data sets

In this paper, we use two public benchmark datasets, F-
B15K and WNI18, to evaluate our method and study the im-
pact of the relation-entity replacing probability assignment
on the performance of entity and relation prediction of some
representation models, such as TransE, TransH and TransR.
Both WN18 and FB15k are released in [3]. Following [3],
we split those triples into train, validation and test set. Table
1 summarizes the statistics of the two datasets.

Table 1. Statistics of the datasets
[ Dataset [| #Rel [ #Ent | #Train [ #Valid | #Test |
WNI18 18 40,943 141,442 5,000 5,000
FBI15K 1,345 14,951 | 483,142 | 50,000 | 59,071

4.2 Experimental setup

Evaluation protocol For evaluation, we follow the identi-
cal protocol with [3]. For each test triplet (h,r,¢), we corrupt
this triplet and replace its head entity & by each entity e in
the entity set E in turn. We first calculate the scores of func-
tion f, of these corrupted triplets, and then sort their scores
by ascending order; the rank of the correct triplet is finally
stored. Similarly, the tail entity or the relation in each test
triplet (h,r,t) is replaced, and the rank of the correct triplet
is stored. We calculate the average rank of the testing triplets
which is called mean rank, denoted as MR. Simultaneous-
ly, we calculate the proportion of correct triplet ranked in top
10 which is denoted as Hits@ /0 during the testing procedure
described above. In this paper, we will report evaluation re-
sults just in the setting named “Filter” which used in [3].

To evaluate the ability of the model in knowledge graphs
completion more comprehensively, besides the entity predic-
tions above, we evaluate the relation prediction additionally.
Similarly, we also consider these two measures: (1) mean
rank of correct relations, denoted as MR; (2) the proportion
of correct answers ranked in top 2 for relations, denoted as
Hit@2.

Implementation We investigate the performance of the
representation models, including TransE, TransH and Tran-
sR, with the training improvement proposed in this paper. In
the experiments, myTransE denotes the TransE model with
the training improvement proposed in this paper. And the
meanings of myTransH and myTransR are similar to that of
myTransE. For a more complete performance comparison,
we implement TransE [3], TransH [17] and TransR [10] and
our results in additional experiments following the same ex-
perimental settings in these papers.

We select the dimension of vectors k among
{20,50, 100}, the margin y among {1,2,4,8}, the learning
rate A for SGD among {0.1,0.01,0.001}, the mini-batch
size B among {100,400,800, 1440, 1600}, the probability of
relation replacement o among {0, ;*5,0.2,0.5,0.8,1}. We
take the L; distance to measure dissimilarity of the score
functions. Then, for the two data sets, training is limited
to 1,000 epochs. The best configuration is obtained by
early stopping (100 epochs) using the lowest mean rank of
entity prediction on the validation sets, under raw setting,
in the case o = 0. The experiment of relation prediction is
only verified on FB15K, because the number of relations in

WNI18 is so small, only 18, that it’s difficult to demonstrate
the performances of relations predicting without enough
samples.

4.3 Results

We compare our negative samples generation method
with the early methods “unif’and “bern” in different rep-
resentation models, including TransE, TransH and TransR,
and report the results obtained by these models. The task
use a part of the results published in the original papers for
comparisons, and the ”*” denotes the models which we im-
plement for comparison.

TransE and its training improvement The experimental
results of TransE and its training improvement, denoted as
myTransE, on both WN18 and FB15k are shown in Table 2.
The best hyperparameters on FB15K are A = 0.001, k = 50,
Y= 1, B= 1600, and the best hyperparameters on WN18 are
A =0.001, k =50, y=4, B=400.

TransH and its training improvement The TransH
model with advanced training is denoted as myTransH and
it has the improvements of negative samples generation in
accordance with myTransE. The best hyperparameters are
A=0.001, k=50,y=2, B=400 on FB15K and A = 0.001,
k=50, y=4, B= 100 on WN18. The results of entity and
relation prediction are shown in Table 3.

TransR and its training improvement We improve the
training procedure of TransR model with our negative sam-
ples generation as myTransE and myTransH, and denote it
as myTransR. Then, the best configurations of myTransR are
obtained in the same way as myTransE and myTransH, in the
case of & = 0. So the best hyperparameters are A = 0.001,
k=50,y=1, B=4800 on FB15K and A = 0.001, k = 50,
Y=4, B= 1440 on WN18. The results of entity and relation
prediction are shown in Table 4.

From the experimental results in Table 2 - Table 4, we in-
vestigate the effect of different o on prediction performances
of myTransE, myTransH and myTransR. We can observe
that: (1) compared the entity prediction results on these t-
wo datasets, the impact of o on the performance of entity
prediction is much larger on WN18 than that on FB15K. The
reason may be the number of FB15K relations is much larger
than WN18, and the number of FB15K entities is less than
WN18; (2) when o approaches to 1, the probability of entity
replacement decreases, and the performance of entity pre-
diction becomes worse on both WN18 and FB15K; (3) when
o, approaches to 0, the probability of entity replacement in-
creases, and the performance of entity prediction of becomes
better on both WN18 and FB15K; especially, in the case of
o= e—ir , the performance of entity prediction is close to
that of TransE, TransH and TransR under “bern” setting on
both WN18 and FB15K, and sometimes, maybe better than
them. It can be concluded that the relation prediction per-
formance is improved by the proposed negative sample gen-
erating method. Even a very small value of o can greatly
improve the ability of relation prediction of myTransE, my-
TransH and myTransR. From a comprehensive experimental

r

analysis, 00 = 21— is a good compromise of entity prediction

and relation prediction.



Table 2. Evaluation results on entity prediction of TransE and its training improvement

[ Datasets [ WN18 [ FB15K ]
Metric Ent Link Ent Link Rel Link

MR | Hit@I0 | MR [ Hit@10 MR Hit@2

TransE Unif [3] 251 89.2 125 47.1 38.93*% | 68.8%
TransE Bern* 249 922 127 65.3 31.42 759
myTransE(a = 0) 258 922 126 65.3 32.02 76.1
myTransE(a = =) | 270 92.2 128 64.4 1.87 874
myTransE(o = 0.2) 322 88 133 63.2 1.63 90.2
myTransE(oe =0.5) | 471 84.4 141 59.9 1.41 90.8
myTransE(c =0.8) | 780 73.9 173 524 1.25 91.7
myTransE(ot = 1) 4312 29.1 876 21.5 1.39 93.3

Table 3. Evaluation results on entity prediction of TransH and its training improvement

[ Datasets [ WN18 [ FB15K
Metric Ent Link Ent Link Rel Link

MR | Hit@I0 | MR | Hit@10 MR Hit@2

TransH Unif [17] 303 86.7 84 58.5 13.93% | 79.1%*
TransH Bern [17] 388 82.3 87 64.4 16.12* 81.9*
myTransH(ot = 0) 251 92.8 120 62.8 14.2 82.6
myTransH(oo= 1) | 269 92.6 117 62.2 1.61 90.9
myTransH(ot = 0.2) 314 88.1 119 61.2 1.42 92.1
myTransH(a = 0.5) 413 83.2 133 57.9 1.22 93.8
myTransH(o = 0.8) 808 68.8 167 51.1 1.01 94.4
myTransH(ot = 1) 5239 15.2 922 21.2 1.14 94.1

Table 4. Evaluation results on entity prediction of TransR and its training improvement

[ Datasets [ WN18 [ FB15K |
Metric Ent Link Ent Link Rel Link

MR Hit@10 | MR | Hit@10 MR Hit@2

TransR Unif [10] 219 91.7 78 65.5 700.32* 0.74*
TransR Bern [10] 225 92 77 68.7 599.6* 1.11*
myTransR(a = 0) 323 92.9 120 61.4 601.4 1.04
myTransR (o = ;%) | 313 92.8 112 60.9 5.52 78.54
myTransR (o = 0.2) 396 90.3 113 60.2 422 84.52
myTransR(o = 0.5) 650 89.5 123 58 3.05 88.66
myTransR (o = 0.8) 568 86.8 140 53.4 2.15 91.13
myTransR(a = 1) 2333 11.1 531 29.5 1.34 92.41

5 Conclusions

In this paper, we propose a novel method to generate neg-
ative samples for knowledge graph representation by intro-
ducing flexible relation replacements. And our method im-
proves the accuracy of entity and relation link prediction, e-
specially the contribution for relation prediction. Moreover,
we study the effect of the proportion of the probabilities of
relation and entity replacements in the negative sample gen-
eration on the entity and the relation prediction. The experi-
mental results show that setting a suitable probability of the
relation replacement for the negative sample generation dur-
ing training can improve the ability of relation predicting of
models significantly. Given a certain data set, it’s possible to
balance the relation and entity prediction abilities by setting
a suitable probability of the relation replacement according
to the numbers of entities and relations in this data set. There
are several future research directions. First, our method only
considers the proportion of the numbers of entities and rela-
tions for the negative sample generations. Other information,
such as the types of entities and relations, the instance of en-
tities etc., can also be considered into negative samples gen-
erations. In future research, we plan to use these information
to enrich the representation models. Next, to construct neg-
ative triples, one conventional method is to replace the head

entity or tail entity or relation of a triplet randomly. But this
method could just discriminate easy positive-negative triplet
pairs, such as (MichealJordan,gender,male) is positive and
(MichealJordan, gender, female) is negative. It’s necessary
to research how to enhance the discrimination by improv-
ing the negative samples generation methods; Finally, using
more negative samples in training is also worthy of further
exploration.
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