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Abstract

Gaze tracking is a promising human-computer interaction
(HCI) technique that has multiple usage scenarios. However,
calibration step is needed in most gaze-based interaction sys-
tems, which greatly affect user experience. In this proposal,
we propose FreeGaze, a light-weight calibration-free gaze
based gesture control system on commercial mobile devices.
FreeGaze uses no delicated hardware, requires less compu-
tation overhead, does not rely on specific user behavior and
most importantly, no calibration step required.

1 Introduction

Gaze tracking is a newly developed human-computer in-
teraction technique that has various usage scenarios such as
typing [11], device controlling [3] and identity authentica-
tion [4]. However, most gaze-based interaction systems re-
quires calibration steps, which is time consuming.

In this proposal, we present FreeGaze, a light-weight
calibration-free gaze based gesture control system that works
on commercial mobile devices. FreeGaze has a two-layer
structure: the gaze tracking layer and the gesture recognition
layer. The gaze tracking layer derives the eye movement of
the user by locating the corneal reflection, and the gesture
recognition layer uses the eye movement to derive the input
gestures.

2 Key Insight

Our idea comes from the corneal reflection-based gaze
tracking methods [8]. As is shown in Figure 1, the corneal
reflects a beam of infrared light, which is then captured by
delicated camera. The gaze direction is then calculated using
the optical path.

While infrared light source and delicated camera are un-
available in mobile devices, corneal reflection also works on
visible light, e.g. the screen light of the device. Therefore,
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Figure 1. An pupil-corneal reflection gaze tracking tech-
nique [8]

we can use the built-in front camera to capture users’ facial
image, locate the screen reflection, and then derive the eye
movement.

3 System Architecture

Figure 2 shows the architecture of FreeGaze. The sys-
tem awakes the front camera in certain schedule and capture
the face image of the user. On recieving the data frames,
the gaze tracking layer first extracts facial landmark data and
thus locate the corneal reflection, then, the raw position data
is pre-processed to reduce noise and then used for direction
recognition. The direction data is then passed to the gesture
recognition layer, which integrate the directions and then re-
covers the original input gestures.

3.1 Gaze Tracking Layer

To acuire gaze position data, we need to locate the reflec-
tion of screen’s light in users’ eyes from the input image data
frames.

3.1.1 Face Detection and Landmark Alignment

For face detection, we use the built-in Haar cascade clas-
sifier [10] in openCV. Then, we use fast face alignment [2]
to extract 68 landmark points on the user’s face.
3.1.2 Face Alignment

FreeGaze takes the posture information of the first data
frame as a template. On recieving each image data frame,
FreeGaze extracts the face landmark of it, calculates the
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Figure 2. Architecture of the system

transfer matrix M by matching landmark points, and then
transforms the image to align the face position.

3.1.3 Reflection Detection

Based on the result of facial landmark detection, we cut
out the images of two eyes from the font camera image data
frame. To analyze the light condition of the environment,
we leaverage the image from back camera and locate the
light sources using OTSU [7]. Then, we match the shape
of light sources with the eye images to locate the reflection.
Finally, we merge the position changes in a sliding window
to derive the moving directions. In SIFT algorithm [5], each
feature vector of keypoint descriptors are aligned with 8 di-
rections (17, 7]7, 7«7, U= N, 7, 7 and N).
In FreeGaze, we also use these eight directions to represent
the relative position change. We use robust fitting [1] to cal-
culate the overall direction change in each sliding window
wi. Figure 3 shows the process of direction recognition.

3.2 Gesture Recognition Layer
3.2.1 Gesture Design

Unlike traditional mobile gesture design methods that
are based on absolute position [6, 9], the gesture design of
FreeGaze is pretty like that of Gazeture [3], as is shown in
Figure 4. The gestures are composed of the eight types of
moving direction. Such design reduces user overhead of per-
forming a gaze based gesture and can be easily extended.

3.2.2 Gesture Recognition

The first step is to merge the raw direction data of two
eyes. For the data in each sliding window, if the direction
data of the two eyes are of the same, the output merged data
will remain the same; if there should be a contrast, the algo-
rithm will choose the data that causes fewer direction change.

After merging the raw direction data, we use a second
sliding window wy to scan and merge the directions into the
final gesture data. The size of the sliding window is initially
set to 1 and then adjusted to the length of the shortest consec-
utive same direction dynamically. Every consecutive same
directions will be merged into one in the final output. Finally,
we match the merged directions with the pre-defined ges-
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Figure 3. The process of direction recognition
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Figure 4. Gesture design examples [3]

tures and find out the best fit, thus finish the gesture recogni-
tion.
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