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Abstract

This document aims to present the general ideas and
methodology that are planned to be used for the EWSN 2016
Dependability Competition by the Wireless Networks Group
of Universitat Politecnica de Catalunya. We designed, devel-
oped and conducted performance tests based on the approach
detailed in this extended abstract, with the target of optimiz-
ing the metrics of each of the evaluation criteria (i.e. reliabil-
ity of the sent data, end-to-end latency and energy consump-
tion). The current approach will be evaluated and improved
further until the competition day.

Categories and Subject Descriptors
C.2.1 [Computer-communication Networks]: Network
Architecture and Design—Wireless communication

General Terms
Measurement, Performance

Keywords
Energy-efficient Networking, Internet of Things, Cross
Layer Protocol, Interference-Resilient

1 Introduction

The EWSN 2016 Dependability Competition defines
three types of nodes: The sensing node in proximity of a
light source trying to disseminate the sudden variations in
the lighting condition to the sink, through forwarder nodes.
RF interference will be generated in the competition area us-
ing sensor nodes running JamLab [2].

According to EWSN 2016 Dependability Competition
specifications, we evaluated several solution candidates to
be resilient to the high-interference wireless sensor network
environments, to achieve high packet delivery ratio, low en-
ergy consumption and low latency, which are the three per-
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formance metrics of the competition. The challenge uses
off-the-shelf Maxfor MTM-5000 sensor nodes, which bring
some computational and memory constraints.

IETF has developed solutions for each layer of the
OSI protocol stack considering the limitations of IoT de-
vices, resulting in the first possible solution of the use
of CoAP/UDP/IPv6-RPL/6LoWPAN/IEEE 802.15.4 com-
munication stack. Although optimizing the stack through
tweaking the parameters of protocols within stack as done
in [1] would provide some improved performance on de-
fault parameter settings, the specific interference-rich nature
of the EWSN Dependability Competition requires exploiting
the adaptive channel selection functionality, which has been
also targeted by IEEE 802.15.4¢ through its frequency hop-
ping feature. However, the Contiki implementations of IEEE
802.15.4e along with the IETF IoT stack do not fit the MTM-
5000 node’s program flash of 48KB, requiring more simpler
solutions.

2 Proposed Solution

Our approach is split in two clearly disrupted parts, each
with different algorithms, with different scheduled times of
occurrence: i) Setup phase (Interference, network discovery,
forwarding decisions), ii) a cross-layer approach as in [3]
that uses the previously mapped routing. In the following
subsections we detail these two approaches.

2.1 Setup Time-lapse

As revealed by challenge organizers, there will be a 20
seconds time slot available during which there will be no
changes in lighting condition to be reported. Our solution
takes advantage of that setup time in order to perform chan-
nel scanning for possible jammers and in a later stage this
information will be exchanged between its neighbors in or-
der to assign best channel per link basis.

A C-struct has been defined to serve as a wrapper of the
info a certain node’s neighbor and channel information: node
ID, neighbor list, mean values of the RSSI in each of the
scanned frequencies and an array of free channels in the sur-
roundings of each node determined as detailed in the follow-
ing section.

2.1.1 Interference Discovery

Using the proto-thread approach of Contiki, a scheduler

thread process designates a 10 seconds time slot and dele-



300

gates the work to another thread able to perform recursively
an RSSI scan in each of the channels, in all of the nodes
regardless of their role, until the timer expired. In order to
save some computational resources, but above all energy and
time, in each of the loops the frequency according to the
channels defined by IEEE 802.15.4 (i.e. 16 different chan-
nels equally 5 MHz spaced from 2405 MHz to 2485 MHz)
ended up set by using a function which uses some register
variables, which writes faster on CC2420 RF chip, instead
of CC240_set_channel function, which was found to allow
450% faster scanning.

A first approach involved the most intuitive focus which
aims to obtain the mean value of the RSSI among all of the
loops in each of the channels so that it can be easily de-
termine which channels are less interfered. However both
physical and simulated tests revealed unambiguously that by
performing the count of the amount of times the RSSI had
raised over a certain RSSI threshold, and by therefore setting
it as a busy channel, is a safer, more realistic approach in or-
der to decide if a channel experiences interference and hence
should be excluded from communication.

After the first 10 loops, to safely discard the unusual be-
haviors at the beginning of the scan, if at least 10% of the
scans for certain channel exceed the threshold, the channel
will be labeled as busy channel in its link struct and ignored
in the further loops, which also increases the amount of loops
that may be performed within the 10 seconds reserved time
slot. The mean RSSI value is also stored for each of the
channels, which can be used in the following phases.

2.1.2  Joint Network Discovery and Forwarding Deci-
sions

The scheduler thread starts another 10 seconds time slot
so the network_init thread process is able to set the previ-
ously found least interfered channel the radio will be listen-
ing to. Then, the destination (sink) node starts propagating
the observed channel interference information to its neigh-
bors along with the rank information in all the channels, so
it can assure all neighbors receive the information.

Once a node receives such packet, it evaluates the best
channel for the link communication with the sender of
the incoming packet by evaluating the overlapping low-
interference channel lists. The node sets its rank by incre-
menting the minimum rank it receives from its neighbors. It
also calculates the Expected Transmission Count (ETX), us-
ing the Link Quality Indicator (LQI) of the received packet
(assuming similar bidirectional link qualities), and updates
the ETX value received in the packet. All this information
is propagated to the rest of neighbors up to the source node.
Thanks to that procedure, each of the nodes will be clearly
aware of the optimal route towards the destination in terms
of ETX and also the channel to be used in each of the links
for further transmission.

2.2 Sensing and reporting light changes

There will be three different node roles: Source, Desti-
nation and Forwarder. The source node will only send a
packet, whereas forwarders only will ensure that they relay
the packet towards the destination through the best route. As
there will be at least 2 seconds between each change in the

lighting condition, each of the nodes can sleep for 2 seconds
after transmitting the packet in order to save energy.

3 Methodology
3.1 Algorithm Implementation

As previously introduced, Contiki offers events and proto-
threads oriented programming functions in order to man-
age the main execution thread either synchronously or asyn-
chronously. Our algorithm implements in each of the nodes
a scheduler thread which targets to schedule the different
time slots for each of the stages and roles and also manages
the events that should wake up the nodes from sleep mode
with a synchronous event such as “light_change”, “PRO-
CESS_EVENT_MSG” or different timeouts besides setting
the different components in sleep mode, so that energy con-
sumption may be kept as low as possible.

3.2 Evaluation Methodology

In order to devise and evaluate the solutions involving dif-
ferent network topologies and different strategies, there are
several possible evaluation methodologies.
3.2.1 Simulation

An available tool is Cooja simulator, as part of the Contiki
toolset. This software allows the user to establish the desired
network topology, with different number of devices and sur-
rounding objects, obstacles or interferences. It also allows
collecting the performance information such as delays, er-
rors and energy consumption, which are the target to beat
within the challenge context. However simulations employ
predictions and estimations on the channel behavior, the tim-
ing emulation, etc., resulting in possibly skewed results from
physical executions.
3.2.2 Testbed Experimentation

Another approach to perform tests and check possible
programming issues involves the use of a group of physi-
cal nodes in which each of them are separately programmed,
including at least one source and one sink node and few other
intermediate node in order to test the behavior of the devel-
oped algorithms. However, a larger size TelosB test bed is
available in our university, consisting on a large grid topol-
ogy of 6x10 TelosB boards, already used for other research
purposes [1]. This test bed can be used for physical environ-
ment tests and validation of simulation results.
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