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Abstract

During experimental evaluations of RPL on a network
with some 20 Zolertia Z1 motes running Contiki version 2.6,
inconsistent Packet Delivery Ratios (PDR) and message la-
tencies were frequently observed. Replacing ContikiMAC
by NullRDC brought consistency, proving that the problem
had to be found in the Radio Duty Cyling (RDC) proto-
col. Two implementation issues of ContikiMAC were found
guilty. The first is the timing of the inter-packet interval re-
lated to the interval between two successive Clear Channel
Assessment (CCA) probes. The second is the choice of the
value of the CCA threshold. These issues will be analyzed in
this poster, a satisfactory work-around has been implemented
and some to be tested alternatives are proposed.
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1 ContikiMAC timing vs. IEEE 802.15.4

To test unicast transmission with ContikiMAC, a Z1 mote
sent, on average once per second, a data packet to a second
Z1 located a few meters away. All radio traffic was moni-
tored by a Texas Instruments Packet Sniffer with a CC2531
dongle. The observed time between successive, unacknowl-
edged, packets was 2565us, the duration of one packet be-
ing 1760us, implying that the interval between packets was
805us, double of the 400us specified in [1].

This excessive delay explains why long sequences of
missing packets were observed in an otherwise flawless
transmission link: when one of the CCAs detects a frame,
everything works fine, but when the two CCAs fall just be-
tween two frames, the receiver goes back to sleep. If sender
and receiver have identical clocks, either all frames are de-
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tected (PDR = 100%) or none is detected (PDR = 0%). When
the clocks differ slightly, the sampling by CCAs shifts from
one frame to the next one and, in between, packets are not
detected (see Figure 1).
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Figure 1. Effect of slightly different clocks on the PDR
(the receiver clock is faster in this example).

The number of lost packets depends on the accuracy of
the clocks. For instance, small differences between sender
and receiver clocks cause long episodes of packet loss, and
large differences cause short episodes. Repeating the tests
with different pairs of motes confirmed that the length of the
sequences of missing packets varied with the involved motes.

How can these inter-packet intervals be reduced? Several
possibilities have been identified.

First, the CC2420 transmitter needs to be calibrated be-
fore it starts transmission and this takes 192us but can be
reduced to 128us [2]. In the driver, the code to shorten cali-
bration is included but commented out. Activating this code
saves 64us.

The default implementation of the CSMA MAC layer
protocol offers an additional opportunity to reduce inter-
packet intervals. The Carrier Sense functionality is imple-
mented through 6 CCAs before the transmission of a new
packet is started and through one additional CCA before any
retransmission required by ContikiMAC. Skipping this last
CCA by setting WITH_SEND_CCA to false reduces the in-
ter packet interval by another 260us and did not cause any
observable problem in our experiments.

A frame is retransmitted if no ACK is received. When
a correct frame is received, the CC2420 generates itself
an ACK which is sent after 192us. After the sender
mote has sent a frame, it waits a time defined by the IN-
TER_PACKET_INTERVAL parameter before checking for
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the ACK. The default value for this parameter is 400us,
but its name is misleading, as this is only a part of
the true inter-packet interval. We prefer to call it BE-
FORE_ACK_DETECT_WAIT_TIME and, considering the
timing of receiving an ACK message, we assign it a value
of at least 335us or preferably (see further) 366us (one clock
tick on the Z1 is 30.5us). Unfortunately, the minimum
achievable inter-packet interval is 463us. This with the short-
est calibration delay, no CCA before sending each frame and
only 335us for the delay before probing for an ACK. This
is well above the values specified in [1]. This implies that
ContikiMAC as proposed cannot be implemented on IEEE
802.15.4 radio links. However, even with measured inter-
packet intervals of 490us we did not observe any sequences
of missing frames. Increasing the interval between CCA
probes would be the right solution, and is being explored,
but this might jeopardize other protocols such as RPL, as the
minimum packet size would also be increased and might ex-
ceed the size of DIO and DAO messages.

2 The CCA threshold

In Z1 motes, the default CCA threshold is -77dBm
while the CC2420 receiver can correctly receive packets at
-90dBm. How does this impact the operation of Contiki-
MAC?

As incoming packets are detected by means of the CCA,
one would expect that no packets with a RSSI below the
CCA threshold can be received. This was checked exper-
imentally by varying the transmit power and the distance.
Indeed, below the CCA threshold level the PDR drops dra-
matically, but remains close to 25% on a university campus
and to 6% in the countryside far from any 2.4GHz sources.
An inventory of lost and received packets confirmed by snif-
fer readings showed that, below the CCA threshold, long se-
quences of lost packets alternated with sequences of a few
consecutive well received packets. We concluded from this
that the receiver wakes up occasionally due to external unre-
lated radio sources, receives one of the packets that are be-
ing continuously transmitted, acknowledges it, and remains
awake to receive the next packets, until the transmitter buffer
is empty. The minimal RSSI for detecting incoming pack-
ets with ContikiMAC can be reduced by lowering the CCA
threshold, but this visibly increases the losses due to colli-
sions.

For signals levels close to the CCA threshold, the detec-
tion of an ACK can be jeopardized, causing packet duplica-
tion and useless radio traffic. To minimize the inter-packet
interval, the detection of an ACK is done in two steps: first,
at the time an ACK should arrive, ContikiMAC checks for
any incoming signal. If none is detected it starts immedi-
ately the retransmission of the frame. Otherwise, after an

additional delay, it checks if the received signal was indeed
an ACK. If not, a collision status is reported. To detect an
incoming signal, a Boolean OR function is applied to three
status bits of the radio. The first one is the complement of the
CCA, and becomes true when any signal above the threshold
is being detected. The second becomes true when the start
of an IEEE 802.15.4 frame has been detected, and the third
when an entire packet has been loaded in the receiver FIFO
buffer. Depending on the moment this OR function is evalu-
ated, the ACK needs to have a RSSI higher than -77dBm or
-90dBm to be detected (see Figure 2).
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Figure 2. ACK detection levels.
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This motivated us to choose 366us rather than 335us for
the BEFORE_ACK_DETECT_WAIT_TIME when low en-
ergy levels are used. The effects of eliminating entirely the
CCA check in the detection of an ACK are being tested.

3 Related Work

Very few papers report on experimental studies of the
ContikiMAC protocol. From an energy point of view we
established that it is better than X-MAC and LPP [3], but
when broadcasts are required, as in the trickle timer used
for RPL, some incompatibilities have been reported [4] and
work-arounds proposed.

4 Conclusions

Our experiments demonstrated that with signals below the
CCA threshold level, ContikiMAC becomes unreliable and
that even at higher levels, careful adjustments of the default
timing settings are required.
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